
L06: Model y = Xβ + e, e ∼ (0, σ2V ) under Gβ = 0.

1. Concepts

Consider Model y = Xβ + e, e ∼ (0, σ2V ) under Gβ = 0.

(1) GLSE

β̂ is GLSE for β with respect to ⟨·, ·⟩D under Gβ = 0
def⇐⇒ Gβ̂ = 0 and ∥y −Xβ̂∥2D ≤ ∥y −Xβ∥2D for all β ∈ N (G)

⇐⇒ β̂ ∈ N (G) and

∥D1/2y −D1/2Xβ̂∥2 ≤ ∥D1/2y −D1/2Xβ∥2 for all β ∈ R(I −G+G)

⇐⇒ β̂ ∈ N (G) and D1/2Xβ̂ = π
(
D1/2y | R(D1/2X(I −G+G))

)
⇐⇒ β̂ ∈ N (G) and β̂ ∈ [D1/2X(I −G+G)]+D1/2y +N (X)

⇐⇒ β̂ ∈ [D1/2X(I −G+G)]+D1/2y +N (X) ∩N (G)

(2) LUE

Ly is a LUE for Aβ under Gβ = 0
def⇐⇒ E(Ly) = Aβ for all β ∈ N (G)
⇐⇒ LX(I −G+G) = A(I −G+G)

(3) Estimable Aβ

Aβ is estimable under Gβ = 0
def⇐⇒ Aβ has a LUE under Gβ = 0
⇐⇒ A(I −G+G) = LX(I −G+G) for some L

(4) BLUE
By is BLUE for Aβ under Gβ = 0

def⇐⇒ By is a LUE for Aβ under Gβ = 0 and
Cov(By) ≤ Cov(Ly) for all LUE Ly under Gβ = 0

⇐⇒ BX(I −G+G) = A(I −G+G) and LV L′ −BV B′ ≥ 0 for all L satisfying
LX(I −G+G) = A(I −G+G).

2. Results

(1) LUE
If Aβ is estimable under Gβ = 0, then

{
A[D1/2X(I −G+G)]+D1/2y : D > 0

}
is a subset

of the collection of all LUE for Aβ under Gβ = 0.

Proof Aβ is estimable under Gβ = 0. So A(I −G+G) = LX(I −G+G) for some L.
For A[D1/2X(I −G+G)]+D1/2y = By, we need to show that

BX(I −G+G) = A(I −G+G).

Let H = D1/2X(I −G+G). Then

BX(I −G+G) = [AH+D1/2][X(I −G+G)] = AH+H
= A(I −G+G)H+H = LX(I −G+G)H+H

= LD−1/2HH+H = LD−1/2H = LX(I −G+G).
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(2) BLUE
If Aβ is estimable under Gβ = 0, then A[V −1/2X(I − G+G)]+V −1/2y is BLUE for Aβ
under Gβ = 0.

Proof By (1) A[V −1/2X(I −G+G)]+V −1/2y = By is a LUE for Aβ under Gβ = 0.
Suppose Ly is also a LUE for Aβ under Gβ = 0. Then

LX(I −G+G) = A(I −G+G) = BX(I −G+G).

We show LV L′ −BV B′ ≥ 0 under Gβ = 0. Let H = V −1/2X(I −G+G).

B = AH+V −1/2 = A(I −G+G)H+V −1/2 = LX(I −G+G)H+V −1/2

= LV 1/2HH+V −1/2.

So BV B′ = (LV 1/2)′HH+(LV 1/2)′.
Hence LV L′ = BV B′ = (LV 1/2)(I −HH+)(LV 1/2)′ ≥ 0.

(3) UE for σ2

Let H = V −1/2X(I − G+G). Then
∥y−Xβ̂∥2

V −1

n−rank[X(I−G+G)]
= (V −1/2y)′(I−HH+)(V −1/2y)

n−rank[X(I−G+G)]
is an

UE for σ2 under Gβ = 0.

Proof Under Gβ = 0, β = (I −G+G)γ. With V −1/2y ∼ N(Hγ, σ2In),

E[(V −1/2y)′(I −HH+)(V −1/2y)] = (Hγ)′(I −HH+)(Hγ) + tr[(I −HH+)σ2In]
= 0 + σ2{n− rank[X(I −G+G)]}.

So (V −1/2y)′(I−HH+)(V −1/2y)

n−rank[X(I−G+G)]
is an UE for σ2 under Gβ = 0.

3. Special cases

(1) V = I and G = 0
In y = Xβ + e, e ∼ (0, σ2In),

estimable Aβ has BLUE AX+y. σ2 has UE y′(I−XX+)y

n−rank(X)
.

(2) V = I with Gβ = 0
In y = Xβ + e, e ∼ (0, σ2In), under Gβ = 0,
estimable Aβ has BLUE A[X(I −G+G)]+y under Gβ = 0.

Let H = X(I −G+G). Then σ2 has UE y′(I−HH+)y

n−rank[X(I−G+G)]
under Gβ = 0.

(3) V = V and G = 0
In y = Xβ + e, e ∼ (0, σ2V ),
estimable Aβ has BLUE A(V −1/2X)V −1/xy.

Let H = V −1/2X. Then σ2 has UE (V −1/2y)′(I−HH+)(V −1/2y)

n−rank(X)
.
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