L23 Linear model: Two-way ANOVA

1. Two-way ANOVA

(1) Populations
In an experiment Factor A with a levels and factor B with b levels produce ab treatments.
Response y to treatments form ab populations.

y =i +ewith E(e) =0,i=1,..,a; j =1,..,b.
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Let M=1| : . WithuzveC(M);n:{

Hal - Hab

1 y is response under level i of A
0 otherwise

1 1y is response under level j of B
0 Otherwise

tor for level j of B. So in m = (c1,..,¢) ® (11, .., 74) the component r;¢; is the indicator
for treatment (i, j). Then

is indicator for level ¢ of A and ¢; = { is the indica-

&1
y=(ri,.ra) M| | +e=[(c1,..,cp) ® (r1,..,7q)]vec(M) + € = mu + €
Cp
This model gives ab populations.
(2) Samples
Y1, -, Yn is @ random sample where y; is observed when m = m;,.
Y1 my
LetY=|:|eR"D=| : | € R"x. Then Y = Dy + € with E(e) =0 € R™.
Yn M
Matrix D matches y; to its treatment and is called the design matrix.

2. Re-parameterization

(1) Introducing 6

With o = Sl = 2l o 2l ey o g By = g — . and
(af)ij = pij — p.. — o — B. With H = ((aB)i5) ., and h = vec(H), introducing
K. o B
0 = g e Rt wherea=| 1 | and = | : | € R
h Qq, Bb
(2) p= A8 with A= (1, ® 14, 1, ® I, Iy ® 14, I, ® I,) € Rav*(I+atbtab)

Proof Note that M = (Hij)axb = (u + o; + ﬂj + (aﬁ)ij)axb
= 1op. 1, + Iyaly + 1,8'1y + 1, HI,,.
So p=vec(M) = (Iy®@La)p. + 1y @ lo)or+ (I @ 1a)B + (Ip ® La)h
K.

= (1, ®1le, Lb® Lo, [y © 1g, I, ® 1) = A9.
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01 0 0
- _ - _ |0 0 1, 0 (2+a+b)x (1+a+b+ab)
(3) Restrictions GO =0 with G = 00 0 Lal, €ER
00 0 1,®Il,

Proof In 0, >, a; => (i, —p.) =0, ie., 1[a = 0;
>iBi=>(n—p.)=0ie, 1,3=0;
YoiaB)ij = (i —p. —a; — ) =ap; —ap. —0—a(pj—p..) = 0. Equivalently
1H =0, ie., ([,®1,)h=0;
>oi(aB)iy =3 (ij — p.. — i — B5) = by — by — b(pi. — pp..) — 0 = 0. Equivalently
Hil, =0, ie., (1, ® I)h =0.

0 1, 0 0 1
|10 0 1} 0 a |
Thus 0 = 00 0 Lol 3 = Go.
00 0 L,®l, h

3. Model with restrictions

(1) Equivalent models
For populations y = mu + € <= y = mAf + € under G4 = 0.
For samples Y = Mu+ e <= Y = M Af + ¢ under GO = 0.

(2) Comments
w1 has ab free components. 6 has 1+ a + b + ab components. Each equation reduces the
number free parameters by 1. Among 2 + a + b equations in G6 = 0, the last is implied
by the previous ones. Consequently, in 6 there are (1+a+b+ab) — (1 +a+b) = ab
free components.

(1b ® ]-a)+
[1b ® (Ia - 11+)]+
(I, — 117) @ 1,]*
(I, = 117) @ (I — 117)]*

Ex: 0 = Bu with B =

Dok 1M1
= = = cadtt = (L @ 1) = (1, ® 1) T

Proof In § = =

K.
@
B
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a=Me 1,2 — (1 1)l — (1 @ (I, - 11H)]p = [1, @ (I, — 11)] .
B=tall _ Lallleyt — 1E AT, — 11%). So B = [(I,— 11M) @ 1f Ju = [(I, — 111) ® 1] *pu.

a

H = ((aB)ij)gxp = (Hij = . = @ = Bj) g = M — Lap. 1y — aly — 1o
= M1, My (1, 11 )M 1 — 1,1 M (1, - 117F)

= M+ 11 M1 — M1l — 1,15 M = (I, — 117)M (I, — 117)
Soh=[I,—11")® (I, — 11N)|u=[(I, - 117) ® (I, — 117)] " pu.
(11, &® 1a)+
[y @ (Ia — 117)]* _
(I, — 111) ® 14]* n=Bu.
(I, = 117) ® (Lo — 117)]*

Therefore § =



