
L22 Linear model: Regression and one-way ANOVA

1. Linear model

(1) Linear function
y = f(x) is a linear function if f(αu+ βv) = αf(u) + βf(v).
If y ∈ Rm and x ∈ Rn, then

y = f(x) is a linear function ⇐⇒ ∃A ∈ Rm×n such that y = f(x) = Ax.

Pf: ⇐: f(αu+ βv) = A(αu+ βv) = αAu+ βAv = αf(u) + βf(v).

⇒: Let Ai = f(ei) ∈ Rm where ei ∈ Rn is the ith column of In, i = 1, ..., n.
Then f(x) = f(x1e1 + · · ·+ xnen) = x1f(e1) + · · ·+ xnf(en)

= x1A1 + · · ·+ xnAn = Ax.
.

(2) Linear model
If in a model for random variable y, E(y) is a linear function of unknown parameter
vector β ∈ Rp, then this model is called a linear model. So a linear model for y with
parameter vector β ∈ Rp is

y = (m1, ..,mp)β + ϵ with E(ϵ) = 0.

(3) Samples from a linear model
Suppose y1, ..., yn is a random sample from the above linear model where yi is observed

when (m1, ...,mp) = (mi1, ...,min). Let Y =

y1
...
yn

, M =

m11 · · · m1p
...

. . .
...

mn1 · · · mnp

. Then

Y = Mβ + ϵ with E(ϵ) = 0 ∈ Rn characterizes a linear model based on sample.

Comments: Statistical inference is based on sample Y = Mβ + ϵ.
E(Y ) = Mβ ∈ L(M), a linear space in Rn.
Matrix M characterizes the model, i.e., different M gives different models.

2. Linear regression model is a linear model

(1) Regression model
Linear regression y = β0 + β1x1 + · · · + βp−1xp−1 + ϵ with E(ϵ) = 0 is a linear model
where

E(y) = β0 + β1x1 + · · ·+ βp−1xp−1 = (1, x1, ...xp−1)β with β =

 β0
...

βp−1


is called the regression function.

Comments: Regression model represents infinite number of populations,
Caustion: E(y) is a function of (1, x1, ..., xp) and is also a function of β ∈ Rp.

(2) Samples from a regression model
Suppose yi is observed when (1, x1, ..., xp−1) is (1, xi1, ..., xi p−1), i = 1, ..., n.

Let Y =

y1
...
yn

 ∈ Rn, X =

1 x11 · · · x1 p−1
...

...
. . .

...
1 xn1 · · · xn p−1

 ∈ Rn×p and ϵ =

ϵ1
...
ϵn

 with

E(ϵ) = 0n. Then Y = Xβ + ϵ. So E(Y ) = Xβ lines in R(X), a linear space in Rn.
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3. One-way ANOVA is a linear model

(1) One-way ANOVA model
In an experiment response y is affected by p levels of a single factor.
Suppose under the ith level, called the ith treatment, E(y) = µi.

Let di be the indicator for the ith treatment, i.e., di =

{
1 ith treatment is applied
0 otherwise

and µ =

µ1
...
µp

. The one-way ANOVA below is a linear model.

y = d1µ1 + · · ·+ dpµp + ϵ = (d1, .., dp)µ+ ϵ with E(ϵ) = 0.

Comments: This model represents p populations since (d1, .., dp) with one di = 1 and
rest dj = 0 has p different values and (d1, ..., dp)µ has p values: µ1, ..., µp.

(2) Samples from one-way ANOVA
Suppose yi is observed on an experiment unit when (d1, .., dp) = (di1, ..., dip), i = 1, ..., n.

Let Y =

y1
...
yn

 ∈ Rn, D =

d11 · · · d1p
...

. . .
...

dn1 · · · dnp

 ∈ Rn×p and ϵ =

ϵ1
...
ϵn

 with E(ϵ) = 0.

Then Y = Dµ+ ϵ. So E(Y ) = Dµ ∈ L(D) = Rp.

Comment: Matrix D specifies how many and which experiment units are subject to
which treatment. Hence it is called the design matrix.

Ex1: D =

1n1 · · · 0
...

. . .
...

0 · · · 1np

 is often denoted by J .

(3) Reparameterization

Let µ. =
µ1+···+µp

p =
1′p
p µ = 1+p µ, αi = µi − µi and α =

α1
...
αp

 = (Ip − 1p1
+
p )µ. Then

θ =

(
µ.

α

)
=

(
1+p

Ip − 1p1
+
p

)
µ = (1p, Ip − 1p1

+
p )

+µ ∈ Rp+1 and µ = (1p, Ip)θ ∈ Rp.

Here α1, ..., αp are called the factor effects. Clearly µi = µj ⇐⇒ αi = αj .
When using θ there is a restriction α1 + · · ·+ αp = 0 ⇐⇒ (0, 1′p)θ = 0.

(4) A model with restriction
By the reparameterization in (3), for data vector Y

Y = Jµ+ ϵ with E(ϵ) = 0 ⇐⇒ Y = J(1p, Ip)θ + ϵ with E(ϵ) = 0
under the restriction (0, 1′p)θ = 0.

Ex2: (0, 1′p)θ = 0 ⇐⇒ θ ∈ N ((0, 1′p)). So

E(Y ) = J (1p, Ip)θ ∈ J (1p, Ip)N ((0, 1′p)) = J (1p, Ip)N
((

0 0
0 1p1

+
p

))
= J (1p, Ip)R

((
1 0
0 Ip − 1p1

+
p

))
= J R

((
1p, Ip − 1p1

+
p

))
= J R(Ip) = R(J).
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