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1. Suppose Eθ(θ̂n) = θ and Covθ(
√
n θ̂n) −→ I−1(θ). Show that θ̂n is an asymptotically efficient

estimator for θ.

By the definition of asymptotically efficient estimators, we need to show θ̂n
p−→ θ.

By Chebyshev inequality and Eθ(θ̂n) = θ,

∀ ϵ > 0, P (∥θ̂n − θ∥ > ϵ) = P (∥θ̂n − θ∥2 > ϵ2) ≤ Eθ(∥θ̂n−θ∥2)
ϵ2

=
Eθ{tr[(θ̂n−θ)′(θ̂n−θ)]}

ϵ2
=

Eθ{tr[(θ̂n−θ)(θ̂n−θ)′]}
ϵ2

=
tr{Eθ[(θ̂n−θ)(θ̂n−θ)′]}

ϵ2
=

tr[Covθ(θ̂n)]
ϵ2

=
tr[n·Covθ(θ̂n)]

nϵ2
=

tr[Covθ(
√
n θ̂n)]

nϵ2
.

But tr[Covθ(
√
n θ̂n)] −→ tr[I−1(θ)] and nϵ2 −→ ∞. So

tr[Covθ(
√
n θ̂n)]

nϵ2
−→ 0.

Thus θ̂n
p−→ θ holds. Therefore θ̂n is asymptotically efficient for θ.

2. Xn =

{
0 p = 1− 1

n
n p = 1

n

and X ≡ 0. Then X has cdf F (x) =

{
0 x < 0
1 x ≥ 0

and E(X) = 0.

(1) Find cdf Fn(x) for Xn.

Cdf for Xn is Fn(x) =


0 x < 0
1− 1

n x ∈ [0, n)
1 x ≥ n

.

(2) Show that Xn
d−→ X.

When x < 0, Fn(x) = 0 −→ 0 = F (x).

When x > 0, Fn(x) =

{
1− 1

n x ∈ (0, n)
1 x ∈ [n∞)

−→ 1 = F (x).

Thus Fn(x) −→ F (x) for all x ̸= 0. Hence Xn
d−→ X.

(3) Show that E(Xn) ̸→ E(X).

E(Xn) = 0
(
1− 1

n

)
+ n× 1

n = 1. But E(X) = 0. So E(Xn) ̸→ E(X).
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