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1. It is well-known that from the distribution N(u, 0?) with 6 = < ;), the Fisher information
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1(0) = <02 (1) >; and based on a sample from the distribution S = <ZZ x;) is sufficient
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and complete for 6.

(1) Let T and s? be the sample mean and sample variance. Show that = <;> is the best
estimator for 0 in the class UE(#) with respect to MSCPE risk.
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E0) = <E(52)> = (02> = 0.
[z 2T
0 = <52> = <2r2 f(z xi)2> is a function of sufficient and complete statistics 5.
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Thus 8 is the best estimator in UE(#) by MSCPE risk.
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(2) Show that Cov(6) # CRLB(6).
Hint: T~ N (,u, %2 and s% ~ n”—_Ql x%(n — 1) are independent.

CRLB(9) = [n1(0)] ! = (Z 22)
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But Cov(f) = < (2 ), (@, )> = (” zg4> # CRLB(#).
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2. Y1, ...,Yn is a random sample from a population with mean p € R* and variance-covariance
matrix o2V € Rk*k, Y« 1S the next observation to be taken.
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Using matrices 1,, = | : | € R*, 1, = | : | € R*,identity I,, € R™*", identity I, € R*** and
1 1
ail s QAln anB ce alnB
Kronecker product defined as A ® B = oo ® B %L
Gm1 ' Qmn am1B -+ amnB
express the followings.
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(1) Withy = | : ,E[<y>] :<))§>,u. Find X and X..
- Yx *
E(y1) 1% Iy,
E=|  |=(:]=1:|r=0@L)p So X =1, I
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L = .
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(2) Cov[ y*>] =0 (C” V)’ Find ¥ and C.
o2V 0 1% 0
Coviy) =1 + . = |=02|: ... | =0*(,0V).SoY=1,0V.
0 - o’V 0 --- V

C = Cov(y, ys) = 0 € RkxF
(3) Let y be the sample mean. Then j = By. Find B.
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g= 2 = S I) | | = (1@ Ly, So B = Bk
Yn



