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(1) Find expression for Cov(By − y∗).

(2) Suppose T = B +H(I −XX+), D = (BΣ− C ′)(I −XX+). Show that

Cov(Ty − y∗)− Cov(By − y∗) = HD′ +DH ′ +H(I −XX+)Σ(I −XX+)H ′.

(3) Argue that if (BΣ− C ′)(I −XX+) = 0, then Cov(Ty − y∗)− Cov(By − y∗) ≥ 0.

2. Xn is the mean of a sample of size n, and µ is the population mean.

(1) Show that n
n+kXn is an asymptotically unbiased estimator for µ.

(2) Show that n
n+kXn is a consistent estimator for µ.
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