LO04: Population parameter

1. Population mean vector

(1) Population mean vector
X E(Xy) 1
The mean vector for population x = | : | is p = E(x) = =| : | where
Xp E(Xp) Hp

M = E(Xz) = / xzfz(xb)dxz = // Jiif(l‘l, ..,.Tp)dafl, dﬂ?p
R Rp
is the average value of X;. pu = E(x) is the average value of x. Since

o exists <= p, exists for all i <= fi(z;) exists for all ¢ <= f(x1,..,x,) exists

there are cases where x does not have joint pdf but F(x) exists.

(2) Expectation of random matrix
For random matrix Z = (Z;;)qxs, the expectation E(Z) = (E(Z;;)) To have E(Z) we have to
X1
assume that the distributions of Z;; are known for all 4 and j. If x = [ : [ has joint pdf f(x)

Xp

axb’

and Zij = gij(x)7 then E(ZZJ) = fpr gij(x) f(X)d],‘l, ..7dﬂj‘p.
(3) A formula for expectation
Let X, Y, U, V be random matrices. E(AXB + CYD + o) = A[E(X)]B + C[E(Y)]D + «.

X1
Ex1: x = | : | has joint pdf f(x). Then E(xx') = E[(X;X})
Xp

E(X,’Xj) = fng xixjfij(a:,», Jij)dl‘idl‘j = fpr xia:jf(x)darl, ...,dJUp.
E(xx’) exists if the marginal distributions for X; and X; are known for all (z, j).

| = (B(X:X,)) where

pXp pXp

2. Population variance-covariance matrix

(1) Population variance-covariance matrix

X1
The variance-covariance matrix for population x = : is
Xp
var(X) < cov(Xq, Xp) o e o1 o2 - oy
L= : s = =
cov(Xp, X1) - var(Xp) Opt c Opp Op1 - O

With o = cov(Xy, X;) = E[(X; — pi)(X; — pj)] = BE(X: X;) — papy,

£ = El(x — m)(x - p)') = B(xx] — jun
We often write x ~ (i, ¥) to indicate F(x) = p and Cov(X) = X.

(2) Covariance matrix
The covariance matrix for random vector x € RP and random vector y € R? is

cov(zy, y1) -+ cov(Ti, yg)
Yoy = ; : € RP*1,

cov(zp, y1) -+ cov(xp, Yq)



With cov(X;, Yj) = E[(X; — pia,)(Y; — py,)] = E(X3Y5) = pa, pry,

Cov(x,y) = E[(x — ptz)(y — tty)'] = E(xy') — prapty,-

Clearly Cov(x) = Cov(x, x) and Cov(y, x) = [Cov(x, y)]'.
(3) A formula for covariance matrix

Let x, y, u and v be random vectors. Then

Cov(Ax + By + o, Cu+ Dv + )

= Acov(x, u)C’ + ACov(x, v)D’' + B Cov(y, u)C’ + B Cov(y, v) D’

Ex2: <;> ~ (u, ¥) where p = (5;) and ¥ = (g; g;z) Let z = A<§) with

I 0 2 Y11 0
A= B . Then z ~ ). .
<2212111 I) oz ((uz - Z3212111M1> ( 0 E221))

3. Population correlation matrix

(1) Population correlation matrix
X1
Let ¥ be the variance-covariance matrix for the population x = :
Xp
Then A? = diag(X¥) = diag(o?, ..., 03) is the population variance matrix and
A = diag(oy, ..., 0p) is the population standard deviation matrix.

2
91 Jip
o101 01 0p 1 Pip
p=A-'SA = . . =
Op1 ap2 ppl 1

op o1 op Tp
is the population correlation matrix.
(2) Properties
T4
—1<pij=55<1

pij =1<= X; =aX; +bwitha>0and p;; = -1 <= X; =aX; + b with a <0.

4. Parameters for conditional distributions

(1) Conditional mean vector
Conditional pdf of y € R? given x € RP is f(y|x). Then the conditional mean of y given x

E(y:[x)
E(ylx) = : is vector valued function of x
E(yq|x)

where E(y;|x) = [,y f(y[x)dy1, .., dy, is a function of x.

(2) Conditional variance-covariance matrix
The conditional variance-covariance matrix of y given x

Cov(ylx) = E{ly — E(y[x)]ly — E(y|x)]'|x} = E(yy'|x) — [E(y[x)][E(y[x)]

is a matrix-valued function of x.



L05: Normal distributions

1. Parameters of conditional distributions

(1) Expectation of conditional expectations
x € R,y € RT and Z = (g;;(y)),,- Conditional expectation E(Z|x) = (E(gi;(y)|X),y; s a
matrix-valued function of x. Then E[E(Z|x)] = E(Z).

Proof We show E[E(g;;(y)|x)] = E(9:;(y)) = E(Z;;).
EE(g;(Y)IX)] = [[pe E(95;(¥) | %) fa(x)d1,..,dzy

= fpr Uqugw Y‘X)dthdyq} fx(x)dzy, .., dzp

= fpr+q gij(Y) f(Xv y)dl‘l’ "7dmpdy17 -~7dyq = E(gij(y) = E(sz)
(2) Cov(y) = E[Cov(y | x)] + Cov(E(y | x)).
Proof Note that
ElCov(y |x)] = E{E(yy'|x)—[E(y|x)][E(y|x)]}
E(yy') — E{[E(y [ ®)][E(y | x)]'}-
Cov[E(y |x)] = E{[E(y|x)][E(Y|x)]}—{EEY|x)IHEE®Y | x)]}

= E{E(y [9]EWY %]} - [E@IE®F)].

Thus Cov[E(y | x)] + E[Cov(y | x)] = E(yy’) — [E(y)][E(y)]" = Cov(y).
Comment: g(x) = E(y | x) is a function of x. E(g(x)) = E(y). Cov(g(x)) < Cov(y).
(3) Independence and parameters
x € RP and y € RY are indep. BN f(x,y) = fa(x) fy(y)
= E(xy') = E(x)[E(y)] <= Cov(x,y) =0
£« and y are uncorrelated
=: With B(xy') = (E(X;Y])),, and E(x)[E(y)) = (E(X;) E(Y))),,
we show E(X,;Y;) = E(Xl) E(Y;).
E(X;Y;) = fpr+q zy; [ (X, y) dzy, .., depdys, .., dy,

= fpr T fo(x)dry, .., d2p fqu yjfy y)dyi, .., dyq :E(XZ)E(YJ)

S+ Since Cov(x, y) = E(xy') — E(x)[E(y)]',
Cov(x, y) = 0 and E(xy )= E(x)[E(y)]’ are equivalent.

2. Multivariate normal distributions

(1) Definition of normal distributions
With p € RP and positive definite ¥ € RP*P | let
LY — 1 1 -1
f (s p, )—WGXP —5(30_/1) (x—p)|-

Then f(x;u, ¥£) > 0 and by the substitution of z = X~Y2(z — pu) <= = = X2z + u with

O(@1,e5p) _ y1/2
J—a(%”)zp) DIES

1 1 ? =2
/RP f(x)dxy, .., dx, = //Rp Wexp (—2z’z> dzy,..dz, = 11:[1/1% me 2dz; =1




(2)
3)

So f(x;u, X) is a pdf. The distribution of x € RP with pdf f(x; u, X) is called a normal distribu-
tion denoted by x ~ N(u, X).

Parameters of N(u, )
Calculation shows x ~ N(u, ¥) = x ~ (i, ).

Transformation
If x ~ N(u, X) and A € R?*P has full row rank, then y = Ax+ b~ N(Au+ b, AXA’)

Proof Skipped. Comment: Recall x ~ (u, ¥) = Ax+ b~ (Ap+ b, AZA).

3. Marginal distributions and conditional distributions

(1)

Marginal distributions
By the transformation one can easily see that the marginal distributions of a normal distribution
are normal distributions.

2
Xy 1 o1 012 013

Exl: x=|Xs| ~N wa |, | 021 O’% 093
2

X3 13 031 032 O3

Then X = (0,1,0)x ~ N(u2, 03) and
X1 _ 1 O O M1 0'% 013

(o) =G 0 Dxn () (2 %)

Independence
X s Y Exy)>
Suppose ~N , . Then
PP (y> ((Ny) (Eyz Xy
x and y are indep. <= ¥,, =0 and ¥, = 0.

Proof Only give a sketch.
=: x and y are indep=—> x and y are uncorrelated.

<= f(xy) = o) fy(y):

Conditional distributions

X M1 Y11 X2
Suppose ~ N , .
P (Y> ((W) (221 Zzz))
Let Y12 =211 — T12855 801 and  Topg = Tpo — o1 X Tia.
Then x|y~ N(ui+ 21222_21(}’ — p2), X11.2) and

Y [ %~ N(uo +Zo1 21 (x = 1), Bo2.1).
Proof Only show the second one.

Z2 E212111 1 y Yy E2121115(
H2 — E212111M1 ’ 0 Z22.1 '

Soz; =x~ N(ui, ¥11) and z9 = y—Zngl_llx ~ N(us —zzlzl—ful, Y92.1) are independent.
Thus 2z |21 ~ 22 ~ N(uz — o127 1, Soo.1).
Therefore Zo + 2212;11z1 | z1 ~ N(p2 + 22121_11(21 —p1), Yog1), Le.,

y | x ~ N(ps + o127 (x — 1), Sa2.1).



