L21 Simultaneous confidence intervals

1. Confidence intervals for §8; and confidence region for £
(1) t-intervals for j;
Bi £ taa(n — p)SE. isal—aC.T. for 3; where S;_ = MSE [(X'X)" Y.
(2) F-intervals for f;
Bi £/ Fa(l, n—p) S@_ isal—a C.I. for §;.
Proof. t,/5(n —p) = \/Fu(l, n —p).
Comment: Both ,73’; and SB‘ are in standard SAS output.

(3) F-confidence region
{ﬂ ERP: (B—B)YIMSE (X'X)""Y(8 - B) < pFalp, n fp)} isal—aCR for 8.

Proof. (5*5)'0}\2?&(5*5)/1’ < Fo(p, n _Ap) )
= (B B)[MSE (X'X)~"]71(8 — B) < pFa(p, n — p).

2. Simultaneous ClIs for 3;, i =1, ...,k

(1) An inequality in probability

Let A;, i =1,...,k, be random events with P(A;) > 1 — ¢.

Then P(N;4;) > 1—«.

Proof. P(ﬂZAZ) 1-P ((ﬂZAZ)C) =1-P (UZAZC)
1= PAY) =1-%1-PA)] =1-k+ 3, P(A)

1-k+>,1-9=1-k+k—a=1-o
(2) Bonferroni simultaneous confidence intervals

Suppose A; is a 1 — ¢ confidence interval for 0;, i« = 1,...,k. Then, Ay,..., A} are

simultaneous confidence intervals for 61, ..., 8 with overall confidence coefficient 1 — «

Proof. P(A;))>1—-¢,i=1,... k= P(A1N---NA) >1-a.
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Ex1: For y = By + fix1 + Paxo + B3xs + €, construct simultaneous Cls for §;, ¢ =0, 1, 2, 3
with overall confidence coefficient 90%

1-a=090= a=01= ¢ =0.025=1- % = 0.975.
So one can construct Cls one by one, each one has CC 97.5%, i.e.,
Bi = to.0125(n — p)SB_, 1=0,1,2, 3. ’ proc reg; model y=x1 x2 x3/clb alpha=0.025;

Ex2: ’ proc reg; model y=x1 x2 x3/clb alpha=0.05; run;
produces 95% ClIs for 3;, ¢ =10, 1, 2, 3.
Pick two as simultaneous CIs. Find the overall confidence coefficient.

5=005=a=010=1-a=10.90.
So the overall confidence coefficient is 90%



3. Scheffe’s intervals

(1)

Extended Cauchy-Schwartz inequality
For u, v € RP, (u/v)? < (v'u)(v'v) is known as Cauchy-Schwartz inequality.
With positive definite B, let uw = BY/2z and v = B~1/2y. Then

(¢'y)* < (a'Bz)(y'B™y).
This is extended Cauchy-Schwartz inequality. Thus with given ¢ > 0

(z'y)?
' Ba < c.

yYBly<ec=

Relation of events R
Withz =e;, y=8— 8, B=MSE(X'X)"! and ¢ = pF,(p, n — p),
A= {y’Bily < c} and A; = {(jg); < c}, 1 =1, 2,... are random events and

AC A;foralli — ACNA — P(A) < P(ﬂZAZ)

Scheffe’s intervals for g3; for ¢ = 1,2, ...
Note that A = {y/B 1y} = {(,@ — BY[MSE (X'X)~'|7Y(8 — B) < pFa(p, n — p)} with
P(A)=1—-«, and

z'y)2 el _B3)12
ao= {2 <o} = LR <vFuo.n-0)

N2 =
{(@) < pFa(p, n—p)} B {(ﬁi_ﬁi)Q <pFalp, n_p)s@}

- {@'E@i pFa(p,n—p)Sgi}-

Thus P(N;A4;) > P(A) > 1 — « implies that 3; € B; + \/pFa(p, 1 — p) S5, i=1,2,..,
are simultaneous ClIs for §;, i = 1, 2, ... with overall cc 1 — a. These intervals are known
as Scheffe’s intervals.

Ex3: Comparison

By Bonferroni method % simultaneous Cls for §;, i = 1,..,k with overall confidence

coefficient 1 — « are
Bi € Bt \/Fope(l,n—p) S5, i=1,...k

The Scheffe’s interval for 5;, i = 1, ..., k with overall confidence coefficient 1 — « are

/Bi e//B\Zi \/pFa(p, n_p)sglv 1= 17"'7k

Comment: Scheffe’s intervals are wider. Bonferroni intervals are k specific. But Scheffe’s

intervals are for all k =1, 2, .....



