Part I: Simple linear regression

L01 Simple linear regression model and least square method

1. Two simple linear regression models

(1)

Simple linear regression with intercept
y=Pfo+pir+e e~N(0, %)

is a simple linear regression model where the mean of response (dependent variable) is
a function of independent variable (predictor) called the regression function,

E(y) = Bo + pr.

It is simple since there is only one predictor, It is linear since E(y) = (1, z) <§0> is a
1
Bo

linear function of unknown parameter vector § = ( 3 > The regression function gives
1

a line with intercept §y and slope 3;. Clearly
y ~ N(Bo + prz, o2).
Simple linear regression without intercept
y=Br+e e~ N(0, %) <y~ N(Bz, 0?)

is a simple linear regression model without intercept.

Sample and basic statistics
A sample from a simple liner regression contains n pairs: (z;, ¥;), i = 1,...,n. For the
model without intercept, all information are contained in six basic statistics

n, >, Yoy, o x? Yoy and Yoay.
Your calculator should allow you to enter the n pairs and to obtain the six statistics by

key-pressing. Information in the model with intercept are contained in another set of
six statistics

n, T = %, Y= %, Sex =3 (z-7)2 =127 - (Y 2)?
Syy =3y -9 =2y — 5(Zv)?
and Szy =Y (z —2)(y —7) = Xy — (X ) (X ).

Again, you should be able to get these statistics by few key-pressings.

Unified model expression on sample

y = XB + e with e ~ N(0, 0°I) <=y ~ N(X B, ¢*I).

Y1 1 = 5
Wheny=1| : |, X=]|: : |andf= < 50>’ the above expression is for the sample
1
Yn 1 z,
from the model with intercept, y; ~ N(Bo + B1xi, 02), i = 1,...,n. But for the sample
T
from the model without intercept, X = | : | and 8 € R.
In



2. Point estimators for 3 and o?
iny=XpB+e~N(XB, a2I).

(1) Least square estimators for 3. R R
For y = XB+ e~ N(XB, o%I), if Q(8) = Y_;[yi — E(y:)]? is minimized at 3, then 3 is
a least square estimator (LSE) for 8 and Q(E) is the sum of squared errors (SSE).
By linear algebra or by calculus methods one obtains

B=(X'X)"'X'y and SSE = /[I,, — X (X'X)"' X"]y.

(2) Maximum likelihood estimators of 3 and o2

The probability density function (pdf) of y ~ N (X8, 0?) treated as a function of 3 and
o2 is called the likelihood function

L5, 0%) = s oxp |y = X5/ (0~ X6)|.

If L(3, 0%) < L(B , 32) for all 8 and o2, then B and o2 are called the maximum likelihood
estimators (MLEs) for 8 and o2.
By linear algebra and calculus methods one obtains

SSE

~ ~ n/2
B=(X'X)"'X"y, 5% = and AlsoL (3, 52) (l) (SSE)~"/2.

2me

3. Formulas

(1) For the model with intercept
Bi = 22 and By =y — 751 are LSEs and MLEs for 3; and fo.

Sxx

SSE = Syy — 829 2nd SSE is MLE for o2

Sxx
So E(y(wo)) = Bo + Brxo is estlmated by y(a:o) = By + Pixo
(2) For the model without intercept
B = &4 is LSE and MLE for 3.

SSE =>y%— (ZZ:ZE”Q)2 and 22F is MLE for o2.

So E(y(xo)) = Bxo is estimated by y(zo) = Bro
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Ex1: For simple linear regression with intercept and sample

find By, By, SSE and 7(3).
Six statistics: n =4, T = 0.5,y = 3.5, Swx =5, Syy =5, Szy = 3.
So By =5 = 3 — OGBo_y—x51—35+05><06:38

Sxx

SSE = Syy — S =52 =32

Sa:x

and y(3 )—50—1—51( )=38-06x3=2.
Ex2: For simple linear regression without intercept and sample in Ex1,
find 3, SSE and y(3).
Six statistics: n =4, Y x =2, > y=14,> 22 =6, Y y> =54, Yy =4
So = &% = 0.6667

SSE =342 — (Zz#f — 51.3333

7(3)=Bx3=2.




L02 Distributions of point estimators

1. Normal distribution of [/i’\

(1) B~ N (8, *(X'X)7")
By Theorem I:  ~ N(u, ¥) = Az +b~ N(Au +b, AEA’),
WlthyN (X8, 0%I) and § = (X'X)" ' X'y, B ~ N(B, 2(X'X)7h.
Thus 3 is an unbiased estimator (UE) for 3 since E(j) = 8.

(2) For simple linear regression with intercept

B = (0, 1)§~ N <61, 02) where 02 = 0%
B1 B1

Szx*
By = B ~ 2 2 —g2(Ll4 72
Bo = (1,8)5 AN (50, UﬂO)AWhere o2 =0 <n+ Sm).
9(x0) = Bo + Bizo = (1x0)3 ~ N <Bo + Bio, a;(xo)) where 02, = ( + (@o=2) )

(3) For simple linear regression without intercept

3 o 2 2 _ 2 1
15} N(ﬁ, 03) whereaB—a Sz

J(x0) = Baxo ~ N (51’07 o

) where o2

2 —
7(x0) g(zo) — 7 Ta?
2. x2-distribution associated with SSE

(1) Sf—QE ~ x%(n — ¢) where c is the number of columns of X.
Proof. By Theorem II:

If 2 ~ N(u, ¥) and A’ = A = AYA, then 2’/ Ax ~ 2 (¢/ Ap, 7)
where 7 = rank(A) = rank(El/QAZl/Q) = tr(ZV/2A%Y/2) = tr(AY),

with y ~ N(XB, o2I), szE = y Ay where A = %ﬁw One can check
Al'=A=A(c?I) A, (XB)A(XB) =0 and tr(Ac?]) =n —c.
So Sf—QE ~x2(0,n —¢) = x*(n —c).

Comment: Let n—c = rank[l — X(X'X)71X'] be DF of SSE, and MSE= iﬁf Then
MSE is an UE for o since E (SSE) = E(x*(n —c¢)) = n0c = E(MSE) = o2.

(2) For the model with intercept
there is an SS table

Source ‘ SS DF MS
Error | _SSE  _n-2 _MSE
0‘%0 = g2 (%—FSL;:) has an UE 52 =MSE ( + Sm)
% :(72% has an UE SZl =MSE Sm
05(:00) = g2 (% + (IOS;?Q) has an UE Sg(a; )= MSE (5 + %)

So there is a parameter table

Parameter ‘ Estimator Standard Error
Bo éo S5,
B1 B1 53,




(3) For the model without intercept
there is an SS table

Source ‘ SS DF MS
Error ‘ SSE n-1 MSE
2 _
O-B = Z 5 — MSE Z .2
2 w
TG(xo) = z y(w y=MSE EwQ

So there is a parameter table

Parameter ‘ Estimator Standard Error

5| B S;

3. Independence of B and SSE

(1) 3 and SSE are independent
Proof. By Theorem III:  ~ N(u, X). then

AYXB =0 —> Az and Bz are independent
B'= B and AXB =0 = Az and 2’ Bz are independent
A=A, B'=Band AXB=0 = 2'Ax and 2/Bx are independent,

with y ~ N(XB3, o2I), B = Ay where A = Q(’X)_lX’ and SSE = y'By where
B=1I,—- X(X'X)"'X'". But Ac%IB = 0. So 3 and SSE are independent.

(2) t-distributions in the models
For the model with intercept,
ﬁo Bo Bi—B1 ~ _ Y(zo)—E(y(zo)) _
0 t(n —2), = t(n —2), Er t(n —2).
For the model with out intercept,
B8 _ J(zo)—E(y(z0)) _
e t(n—1) oo t(n —1).

Proof. Show the first one. By the normal distribution of B\g, @ ~ N(0, 12) which

SSE (n—2). "
By definition of t—dlstrlbution, E‘;;fo =4/ UZS(ifz) ~t(n—2), ie., By ﬁfo ~t(n—2).
Ex: A sample for a simple linear regression with intercept produced
n=4,T=0.5,y=3.5, Seax =5, Syy =5, Sxy = —3.
Fill out SSE table and Parameter table.

Source ‘ SS DF MS

Error | Syy— 520° —39 n—2-2 16

Parameter ‘ Estimator Standard Error

B0 7— 76 = 3.8 \/MSE 1y S%) = 0.6928
B S =06 MSE — 0.5657



