LO1 Linear space, linear combination and linear transformation

1. Linear space (LS)

(1)

(2)

(4)

Linear space is a set of elements (vectors)
C™*" is the collection of all m by n complex matrices; C" = C™*1;
R™ " is the collection of all m by n real matrices; R™ = R™*!.

Addition is defined in linear sapce
For A, B € C"™ ", A+ B = (aij)mxn + (bij)mxn = (@ij + bij)mxn; (elements)
A+ B=(A1,...,A,) + (B1,...,B,) = (A1 + By, ..., Ay, + By); (Columns)
A+B = (A(l), ey A(m))/—l- (B(1)7 ey B(m))/ = (A(l) +B(1), ...A(m) +B(m))’; (rows)
Apn Az A By B2 B
A+rB = <A21 Ao A23> * (le Baa B23>
(An + B A2+ Bz A+ Bl3> Blocks
A1+ Bo1 Aga + Bay Axz+ Bo3)
Scalar multiplication
In scalar multiplication ax, « is an element of a field, usually a complex number or a
real number.

The operations meet a set of familiar requirements
r+y=y+z;30,0+ 2z =2aVe; Ve I(—z), (—2) + 2 =0; a(z + y) = ax + ay,....
Ex1: ¢™*" R™*" C™ R™ are all LSs.

2. Linear combination (LC)

(1)

Linear combination (LC)
VisaLS. z;€eV,i=1,...,k. «;,1=1,...,k, are scalars.

o1
o121+ - +agxy is a vector in V' called a linear combination (LC) of 21, ..., . o =

oy
is the coefficient vector of that LC.
Subspace

V' is a linear space.

S is a subspace of V g S CV and S is a linear space

<= S is closed under two linear operations

<= S is closed under linear combinations.
x1,...,T are vectors in a LS V. Let S be the collection of all LCs of z1, ..., ;. Then S
is a subspace of V' called the Span of 1, ..., z,, denoted by Span(zy, ..., xf).
Span(A) = C(A) = L(A)

4o
ForAc C"™"and x € C", Ax = (A, ..., Ay) | * | =x1A1+---+ 2,4, is a LC of the

In
columns of A. So {Az : x € C™} is the span of the columns of A, also called the column
space of A, this is the basic linear space associated with A and hence is denoted by

Span(A) =C(A) = L(A) = {Az: z € C"} C C™ is a subspace of C™.

Ex2: Suppose S and S are two subspaces of S. Then S1 N Sy and S7 + 59 are two
subspaces of S.



Proof. Show the last one. Suppose © = x1+x9 € S1+.52 and y = y1+y2 € S1+.52 where
71, y1 € S1 and x9, y2 € So. Then ax + By = (az1 + By1) + (aws + By2) € S1 + Sa.
So 51+ 59 is closed under LCs. Hence S7 + Ss is a subspace of S. .

3. Linear transformation (LT)

(1) Linear transformation (LT)
U and V are two LSs, for z € V' f(x) € U is a linear transformation (LT) if

flox + By) = af(x) + B (y)-
Here V' = Domain(f), {f(z) € U : © € V} = Rangle(f), and {x € V : f(z) = 0} =
Kernel(f).
Ex3: For A € C"™*" with z € C™ f(x) = Az € C™ is a LT from C" to C"™ since

flaz + By) = Alax + By) = aAx + BAy = af (z) + Bf(y).

(2) Range and Kernel of a LT
For the LT in (1), the Range is a subspace of U and the Kernel is a subspace of V.

Proof. If y1, yo € Range(f), then y; = f(z1) and y2 = f(x2) for some z1, x2 € V. So

ay1 + Byz = af(x1) + Bf(x2) = f(az1 + Br2) € Range(f).

Thus Range(f) is a subspace of U. If 1, z2 € Kernel(f), then f(z1) =0 = f(x2).
So flazy + Bxe) = af(x1) + Bf(z2) =0, ie., axy + Sze € Kernel(f).
Thus Kernel(f) is a subspace of V. O
(3) Range(A) = R(A) and Kernel(A) = N(A).
With A € C™*" for the LT y = Ax,

Range(A) = R(A) = {Az : x € C"} = Span(A) = C(A) = L(A) is a subspace of C™.
Kernel(A) = N(A) = {z € C" : Az = 0} is a subspace of C".

4. Other operations

(1) Transpose, conjugate, conjugate-transphse

/ / /
Transpose of A: A/ = AT, A = <ﬁ1111 iw) = (i,ﬂ i/m) A=A 45 symmetric
21 A2 12 A2

A= (aij)an = (@ij)mxn- A=A g A is real

A* = AH = (&) = (). A* = A 2L A is Hermitian
Ex4: A real symmetric matrix is Hermitian.
(2) Multiplication
Suppose B € C"**. Then AB = A(By, ..., B) = (ABy, ..., ABy) is a set of k ordered LCs
of the columns of A with coefficient vectors B, ..., B. When the columns of A and the

rows of B are divided the same way, AB = <fli i;i) (g;) = (iigi 1?;2?2)

(3) Relations
(AB) = B'A'; AB = AB; (AB)* = B*A*. For A€ C™" [, A=A, = A.



L02 Rank of a matrix

1. Ranks and dimensions

(1)

(2)

(3)

Linear dependence (LD)

d
X1, ..., T are LD é) Jajzi + -+ 4+ apxr = 0 with at least one a; # 0
<= duxz; that is a LC of others

=: Suppose a1x1 + - - - + apxr = 0 with a; # 0. Solve the equation for ;.
<: Write x; as a LC of others. Move z; to the other side of the equation. [

Linear independence (LI)

d
zi,...,rp are LI é x1, ..., T are not LD
— oz +---4+aprp=0,thena; =---=a, =0

< Ifyis a LC of z1, .., 2k, then the expression is unique.

2 Ify = Yo, and y = . fixy, then Y (a; — fi)x; = 0. So o = B; Vi.
L If >y =0, then oy =0Visince ), 0z; = 0. O

Rank

Suppose [z1,...,x,] C D C V where V is a LS.

[z1,..., 2] is a largest set of LI vectors in D

d
<e:f> x1,..,x, are LI and xq,..,2,,x are LD Vx € D

< x1, ...z, are LI and x is a LC of x4, ..., z, for all x € D.
<= r can be expressed as a unique LC of z1,...,z, for all x € D.

If both [z1,...,x,] and [y1,...,ys] are largest set of LI vectors in D, then r = s. This
common value is called the rank of D, rank(D) = r.

Basis and dimension
Suppose [x1,...,x,] C D C V where V is a LS.

If [x1,...,x,] is a largest set of LI vectors in V, then [z, ..., x,] is called a basis of V', and
r is called the dimension of V, dim(V) = r.V is a LS,

Relation
Suppose [x1,...,x,] C D C V where V is a LS.

If [x1,...,z,] is a largest set of LI vectors in D, then [z1,...,z,] is a basis for Span(D).

So rank(D) = dim[Span(D)].

Proof. [zi1,..,x,] C D C Span(D); z1,...,x are LL; For z € Span(D), z is a LC of
vectors in D, and vectors in D are LCs of x1, ..., 2, so x is a LC of z1,...,x,. [.

Ex1: If one vectors in [z1, ..., xy] is 0, then z1, ..., x,, are LD.

If x4, ...,z, are LD, then x4, ..., z,, x are LD. If z1, ..., x,, are LI, then z1,..,z,,_1 are LI.

Ex2: D) C Dy = rank(D;) < rank(D2).



2. Matrix ranks

(1) rank(A)
The rank of n columns of A € C™*" is called the column rank of A
The rank of m rows of A € C™*™ is called the row rank of A
It can be shown that the column rank and row rank of A are equal. This common value
is called the rank of A denoted as rank(A)
Clearly 0 < rank(A) < m and 0 < rank(A4) < n.

(2) rank(A) = dim[Span(A)] = dim[C(A)] = dim[R(A)] = dim[L(A)].

Ex3: (i) rank(A’) = rank(A).
(ii) For z; e C™,i=1,...,n, Elazxz =0« Zzaz@ =0and a; =0« @; = 0.

So rank(A) = rank(A).
(iii) Consequently, rank(A*) = rank(A). So A, A’, A and A* share the same rank.

3. Two equations on dimensions
We present two results without proofs.

(1) If Sy and S, are two subspaces of S, so are S; +S2 = {x +y: z € S; and y € S2} and
51 M Sy. Moreover,

dim(Sl + Sg) = dim(Sl) + dim(SQ) — dim(Sl N Sg)
(2) For LT f without proof we present
dim[domain(f)] = dim[Kernel(f)] + dim[Range(f)]
Ex4: L[(A, B)] = L(A) + L(B).
2

Proof. C: y € L[(A, B)] = y = (A, B) <i1> = Az + Bz € L(A) + L(B).

x7

D: y€ L(A)+ L(B) = y = Ax1 + Bxa = (A, B) (332

) € L{(A, B)]. O

Ex5: rank[(A, B)]

dim{L[(A, B)|} = dim[L(A) + L(B)]

= dim[L(A)] + dim[L(B)] — dim[L(A) N L(B)]

= rank(A) + rank(B) — dim[L(A) N L(B)].

So rank[(A, B)] = rank(A)+rank(B)—dim[L(A)NL(B)] < rank(A)+rank(B)
Ex6: With A € C™*" dim[N(A)] = n — rank(A).
Proof. f(r) = Az is LT with domain(f) = C", Kernel(f) = N(A) and
Range(f) = L(A). So
n = dim(C") = dim[N(A)] + dim[L(A)] = dim[N(A)] + rank(A).

Thus dim[N(A)] = n — rank(A).



