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In this paper we characterized isotropic random tangential vector fields on 𝑑-spheres for 𝑑 ≥ 1
by the cross-covariance, and derived their Karhunen–Loève expansion. The tangential vector
field can be decomposed into a curl-free part and a divergence-free part by the Helmholtz–
Hodge decomposition. We proved that the two parts can be correlated on a 2-sphere, while
they must be uncorrelated on a 𝑑-sphere for 𝑑 ≥ 3. On a 3-sphere, the divergence-free part can
be further decomposed into two isotropic flows.

1. Introduction

Random tangential vector fields on a sphere have applications in terrestrial physics such as oceanic and wind currents (Fan
et al., 2018; Hutchinson et al., 2021). Isotropic random currents in R𝑑 have been characterized in Ref. Ito (1951, 1956) and Wong
and Zakai (1989). In this paper, we will study random tangential vector fields, a.k.a random 1-currents or random flows. Fan et al.
(2018) constructed a family of isotropic random tangential vector fields on S2. We will characterize isotropic random flows on S𝑑

for 𝑑 ≥ 1.
In this paper, a random vector field 𝑉 on S𝑑 = {𝐱 ∈ R𝑑+1, ‖𝐱‖ = 1} is isotropic if

E𝑉 (𝑄𝐱) = E𝑉 (𝐱), E𝑉 (𝑄𝐱)𝑉 𝑇 (𝑄𝐲) = E𝑉 (𝐱)𝑉 𝑇 (𝐲), (1.1)

for any 𝐱 ∈ S𝑑 , 𝐲 ∈ S𝑑 , and 𝑄 ∈ SO(𝑑 + 1). It is analogous to the definition of two-weakly isotropic random fields on a
sphere (Marinucci and Peccati, 2011). Ref. Lang and Schwab (2015) studied isotropic Gaussian random fields on the sphere, and
Ref. Ma and Malyarenko (2020) studied isotropic random vector fields on compact two-point homogeneous spaces. A tangential
vector field, a.k.a flow, on S𝑑 is a vector field 𝐉(𝐱) ∶ S𝑑 → R𝑑+1 such that 𝐱 ⋅ 𝐉(𝐱) = 0 for any 𝐱 ∈ S𝑑 . A random flow 𝐉 on S𝑑 is
isotropic if

E𝐉(𝑄𝐱) = E𝑄𝐉(𝐱), E𝐉(𝑄𝐱)𝐉𝑇 (𝑄𝐲) = E𝑄𝐉(𝐱)𝐉𝑇 (𝐲)𝑄𝑇 , (1.2)

for any 𝐱 ∈ S𝑑 , 𝐲 ∈ S𝑑 , and 𝑄 ∈ SO(𝑑 + 1). If Eq. (1.2) holds for any 𝑄 ∈ O(d+1), 𝐉 is called reflexive. By Eq. (1.2), 𝐉 is mean-zero
except on S1. A matrix kernel 𝐂 on S𝑑 is called isotropic if 𝐂(𝑄𝐱, 𝑄𝐲) = 𝑄𝐂(𝐱, 𝐲)𝑄𝑇 for any 𝑄 ∈ SO(𝑑+1). An isotropic random flow
on S1 has the same covariance and the Karhunen–Loève (KL) expansion as an isotropic field. The KL expansion can be decomposed
into the gradient flow (𝑙 > 0 modes) and the curl flow (𝑙 = 0 mode).

In Section 2, we investigate reflexive isotropic random flows on S𝑑 for 𝑑 ≥ 2. In Section 3, we derive the general form of
isotropic random flows on S2. In Section 4, we characterize isotropic random flows on S3. In Section 5, we provide the proofs. In
Section 6, we draw conclusions.
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2. Isotropic random flows on S𝒅 for 𝒅 ≥ 𝟐

We use wedge products to construct cross-covariances of random flows on S𝑑 . The inner product of two wedge products satisfies
𝑢1 ∧⋯ ∧ 𝑢𝑘) ⋅ (𝑣1 ∧⋯ ∧ 𝑣𝑘) = det(𝑢𝑇𝑖 𝑣𝑗 ). Let

𝑍𝑙(𝐱) =
dim𝐻𝑙
∑

𝑚=1
𝑁𝑙𝑚𝑆𝑙𝑚(𝐱)

√

𝜔𝑑
dim𝐻𝑙

, (2.1)

here 𝑆𝑙𝑚 are real spherical harmonics on S𝑑 , 𝑁𝑙𝑚 are iid standard normal random variables,

𝜔𝑑 = 𝜇(S𝑑 ) = 2𝜋
𝑑+1
2 ∕𝛤 (𝑑 + 1

2
), (2.2)

nd 𝐻𝑙 is the eigenspace of the Laplacian on S𝑑 corresponding to 𝜆𝑙 = 𝑙(𝑙 + 𝑑 − 1),

dim𝐻𝑙 =
(2𝑙 + 𝑑 − 1)𝛤 (𝑙 + 𝑑 − 1)

𝛤 (𝑑)𝛤 (𝑙 + 1)
. (2.3)

hen E𝑍𝑙(𝐱)𝑍𝑙(𝐲) = 𝑝𝛼,𝑙(𝐱𝑇 𝐲), where 𝑝𝛼,𝑙(𝑧) is the normalized Jacobi polynomial, 𝑃 (𝛼,𝛼)
𝑙 (𝑧)∕𝑃 (𝛼,𝛼)

𝑙 (1), with 𝛼 = 𝑑∕2 − 1. For 𝑙 ≥ 1, let
𝑙 be the matrix kernel on S𝑑 defined by

𝐀𝑙(𝐱, 𝐲) = E(∇𝑍𝑙(𝐱))(∇𝑍𝑙(𝐲))𝑇 , (2.4)

here ∇ is the gradient along S𝑑 , and 𝐁𝑙 is the matrix kernel on S𝑑 such that for any 𝐱1 and 𝐲1 in R𝑑+1,

𝐱𝑇1 𝐁𝑙(𝐱, 𝐲)𝐲1 = E(𝐱 ∧ 𝐱1 ∧ ∇𝑍𝑙(𝐱)) ⋅ (𝐲 ∧ 𝐲1 ∧ ∇𝑍𝑙(𝐲)). (2.5)

n S2, it is equivalent to

𝐁𝑙(𝐱, 𝐲) = E(𝐱 × ∇𝑍𝑙(𝐱))(𝐲 × ∇𝑍𝑙(𝐲))𝑇 . (2.6)

ince 𝑍𝑙 is isotropic, 𝐀𝑙 and 𝐁𝑙 are isotropic. To express 𝐀𝑙(𝐱, 𝐲) and 𝐁𝑙(𝐱, 𝐲) explicitly, let

𝐧𝐱 =
𝐲 − 𝐱(𝐱𝑇 𝐲)
√

1 − (𝐱𝑇 𝐲)2
, 𝐧𝐲 =

𝐲(𝐱𝑇 𝐲) − 𝐱
√

1 − (𝐱𝑇 𝐲)2
, 𝐱 ≠ ±𝐲. (2.7)

The vectors 𝐧𝐱 and 𝐧𝐲 are the unit vectors at 𝐱 and 𝐲, respectively, along the shorter geodesic from 𝐱 to 𝐲 on S𝑑 . For 𝐱 = 𝐲 (𝐱 = −𝐲),
𝐧𝐱 is an arbitrary unit vector in R𝑑+1 that is orthogonal to 𝐱, and 𝐧𝐲 = 𝐧𝐱 (𝐧𝐲 = −𝐧𝐱). Notice that 𝐱∧𝐧𝐱 = 𝐲∧𝐧𝐲. We also introduce the
vectors {𝐦𝑖}𝑑−1𝑖=1 such that (𝐱,𝐧𝐱 ,𝐦1,… ,𝐦𝑑−1) is a positively oriented orthonormal basis of R𝑑+1. The next lemma gives the matrix
orm of 𝐀𝑙 and 𝐁𝑙.

emma 2.1. For the matrix kernels 𝐀𝑙 and 𝐁𝑙 on S𝑑 defined by Eqs. (2.4) and (2.5), with 𝑧 = 𝐱𝑇 𝐲,

𝐀𝑙(𝐱, 𝐲) =
[

𝜆𝑙𝑝𝛼,𝑙(𝑧) − (𝑑 − 1)𝑧𝑝′𝛼,𝑙(𝑧)
]

𝐧𝐱𝐧𝑇𝐲 + 𝑝′𝛼,𝑙(𝑧)
𝑑−1
∑

𝑖=1
𝐦𝑖𝐦𝑇

𝑖 , (2.8)

𝐁𝑙(𝐱, 𝐲) = (𝑑 − 1)𝑝′𝛼,𝑙(𝑧)𝐧𝐱𝐧
𝑇
𝐲 +

[

𝜆𝑙𝑝𝛼,𝑙(𝑧) − 𝑧𝑝′𝛼,𝑙(𝑧)
]

𝑑−1
∑

𝑖=1
𝐦𝑖𝐦𝑇

𝑖 . (2.9)

For two isotropic kernels 𝐂1 and 𝐂2 on S𝑑 , let their inner product be

(𝐂1,𝐂2) =
1
𝜔𝑑

tr ∫S𝑑
𝐂1(𝐱, 𝐲)𝐂2(𝐲, 𝐱)𝑑𝐲. (2.10)

he inner product is independent of 𝐱 due to the isotropy. The following lemma shows that {𝐀𝑙 ,𝐁𝑙}∞𝑙=1 is an orthogonal set of kernels
on S𝑑 and represents the Helmholtz–Hodge decomposition.

Lemma 2.2. For the matrix kernels 𝐀𝑙 and 𝐁𝑙 defined by Eqs. (2.4) and (2.5), the image space of 𝐀𝑙 and 𝐁𝑙 are curl-free and
divergence-free, respectively, and

(𝐀𝑙 ,𝐀𝑙′ ) =
𝜆2𝑙

dim𝐻𝑙
𝛿𝑙𝑙′ , (𝐁𝑙 ,𝐁𝑙′ ) =

(𝑑 − 1)(𝑙 + 1)(𝑙 + 𝑑 − 2)𝜆𝑙
dim𝐻𝑙

𝛿𝑙𝑙′ , (𝐀𝑙 ,𝐁𝑙′ ) = 0. (2.11)

Since 𝐀𝑙 and 𝐁𝑙 are positive semidefinite, their image spaces are orthogonal. The following theorems characterize reflexive
sotropic flows on S𝑑 and their cross-covariances.

heorem 2.3. A mean-square continuous reflexive isotropic random flow on S𝑑 for 𝑑 ≥ 2 has the cross-covariance,

𝐂(𝐱, 𝐲) =
∞
∑

𝑙=1
(𝑎𝑙𝐀𝑙(𝐱, 𝐲) + 𝑏𝑙𝐁𝑙(𝐱, 𝐲)), (2.12)

here 𝐀𝑙 and 𝐁𝑙 are given by Eqs. (2.4) and (2.5), 𝑎𝑙 ≥ 0, 𝑏𝑙 ≥ 0, ∑∞
𝑙=1 𝑎𝑙𝑙

2 and ∑∞
𝑙=1 𝑏𝑙𝑙

2 converge. The series in Eq. (2.12) converge
2

uniformly.
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Theorem 2.4. The Funk–Hecke formula for a reflexive isotropic matrix kernel 𝐂 on S𝑑 for 𝑑 ≥ 2 is

1
𝜔𝑑 ∫S𝑑

𝐂(𝐱, 𝐲)∇𝑆𝑙𝑚(𝐲)𝑑𝐲 =
𝑎𝑙𝜆𝑙

dim𝐻𝑙
∇𝑆𝑙𝑚(𝐱),

1
𝜔𝑑 ∫S𝑑

𝐂(𝐱, 𝐲)𝐅𝑙𝑚(𝐲)𝑑𝐲 =
(𝑑 − 1)𝑏𝑙𝜆𝑙
dim𝐾𝑙

𝐅𝑙𝑚(𝐱), (2.13)

here 𝑎𝑙 and 𝑏𝑙 are given in Eq. (2.12), 𝐾𝑙 is the image space of 𝐁𝑙,

dim𝐾𝑙 =
(2𝑙 + 𝑑 − 1)(𝑙 + 𝑑 − 1)𝛤 (𝑙 + 𝑑 − 2)

(𝑙 + 1)𝛤 (𝑑 − 1)𝛤 (𝑙)
, (2.14)

and {𝐅𝑙𝑚} is an orthogonal basis of 𝐾𝑙 normalized by ∫S𝑑 ‖𝐅𝑙𝑚(𝐱)‖2𝑑𝐱 = 𝜆𝑙. A mean-square continuous reflexive isotropic random flow 𝐉(𝐱)
n S𝑑 with 𝐂(𝐱, 𝐲) given by Eq. (2.12) has the KL expansion,

𝐉(𝐱) =
∞
∑

𝑙=1

dim𝐻𝑙
∑

𝑚=1
𝑎𝑙𝑚∇𝑆𝑙𝑚(𝐱) +

∞
∑

𝑙=1

dim𝐾𝑙
∑

𝑚=1
𝑏𝑙𝑚𝐅𝑙𝑚(𝐱), (2.15)

here

𝑎𝑙𝑚 = 1
𝜆𝑙 ∫S𝑑

𝐉𝑇 (𝐱)∇𝑆𝑙𝑚(𝐱)𝑑𝐱, 𝑏𝑙𝑚 = 1
𝜆𝑙 ∫S𝑑

𝐉𝑇 (𝐱)𝐅𝑙𝑚(𝐱)𝑑𝐱. (2.16)

he covariances of the coefficients are cov(𝑎𝑙𝑚, 𝑏𝑙′𝑚′ ) = 0, and

cov(𝑎𝑙𝑚, 𝑎𝑙′𝑚′ ) = 𝛿𝑙𝑙′𝛿𝑚𝑚′
𝑎𝑙𝜔𝑑
dim𝐻𝑙

, cov(𝑏𝑙𝑚, 𝑏𝑙′𝑚′ ) = 𝛿𝑙𝑙′𝛿𝑚𝑚′
(𝑑 − 1)𝑏𝑙𝜔𝑑

dim𝐾𝑙
. (2.17)

Theorem 2.4 holds for isotropic random flows on S𝑑 for 𝑑 ≥ 4 because they are always reflexive. The isotropic random flows on
S2 and S3 have richer structures as shown in the following sections.

3. Isotropic random flows on S𝟐

Theorem 3.1. A mean-square continuous isotropic random flow on S2 has the cross-covariance,

𝐂(𝐱, 𝐲) =
∞
∑

𝑙=1
(𝑎𝑙𝐀𝑙(𝐱, 𝐲) + 𝑏𝑙𝐁𝑙(𝐱, 𝐲) + 𝑐𝑙𝐂𝑙(𝐱, 𝐲)), (3.1)

where 𝑎𝑙 ≥ 0, 𝑏𝑙 ≥ 0, |𝑐𝑙| ≤
√

𝑎𝑙𝑏𝑙,
∑∞

𝑙=1 𝑎𝑙𝑙
2 and ∑∞

𝑙=1 𝑏𝑙𝑙
2 converge, and

𝐀𝑙(𝐱, 𝐲) = 𝑠𝑙(𝑧)𝐧𝐱𝐧𝑇𝐲 + 𝑡𝑙(𝑧)𝐦𝐦𝑇 , 𝐁𝑙(𝐱, 𝐲) = 𝑡𝑙(𝑧)𝐧𝐱𝐧𝑇𝐲 + 𝑠𝑙(𝑧)𝐦𝐦𝑇 ,

𝐂𝑙(𝐱, 𝐲) = (𝑠𝑙(𝑧) − 𝑡𝑙(𝑧))(𝐧𝐱𝐦𝑇 +𝐦𝐧𝑇𝐲 ),
(3.2)

n which 𝑧 = 𝐱𝑇 𝐲, 𝐦 = 𝐱 × 𝐧𝐱, 𝑠𝑙(𝑧) = 𝑙(𝑙 + 1)𝑃𝑙(𝑧) − 𝑧𝑃 ′
𝑙 (𝑧), 𝑡𝑙(𝑧) = 𝑃 ′

𝑙 (𝑧), where 𝑃𝑙(𝑧) is the Legendre polynomial of degree 𝑙. The series in
q. (3.1) converge uniformly.

heorem 3.2. A mean-square continuous isotropic random flow on S2 has the spectral expansion,

𝐉(𝐱) =
∞
∑

𝑙=1

𝑙
∑

𝑚=−𝑙
(𝑎𝑙𝑚∇𝑆𝑙𝑚(𝐱) + 𝑏𝑙𝑚𝐱 × ∇𝑆𝑙𝑚(𝐱)), (3.3)

ith

𝑎𝑙𝑚 = 1
𝑙(𝑙 + 1) ∫S2

𝐉(𝐱) ⋅ ∇𝑆𝑙𝑚(𝐱)𝑑𝐱, 𝑏𝑙𝑚 = 1
𝑙(𝑙 + 1) ∫S2

𝐉(𝐱) ⋅ (𝐱 × ∇𝑆𝑙𝑚(𝐱))𝑑𝐱. (3.4)

f the cross-covariance of 𝐉 is given by Eq. (3.1), the covariance of the coefficients are

cov(𝑎𝑙𝑚, 𝑎𝑙′𝑚′ ) = 4𝜋
2𝑙 + 1

𝑎𝑙𝛿𝑙𝑙′𝛿𝑚𝑚′ , cov(𝑏𝑙𝑚, 𝑏𝑙′𝑚′ ) = 4𝜋
2𝑙 + 1

𝑏𝑙𝛿𝑙𝑙′𝛿𝑚𝑚′ ,

cov(𝑎𝑙𝑚, 𝑏𝑙′𝑚′ ) = 4𝜋
2𝑙 + 1

𝑐𝑙𝛿𝑙𝑙′𝛿𝑚𝑚′ .
(3.5)

We can rewrite Eq. (3.3) as 𝐉(𝐱) = ∇𝑋(𝐱) + 𝐱 × ∇𝑌 (𝐱), where

𝑋(𝐱) =
∞
∑

𝑙=1

𝑙
∑

𝑚=−𝑙
𝑎𝑙𝑚𝑆𝑙𝑚(𝐱), 𝑌 (𝐱) =

∞
∑

𝑙=1

𝑙
∑

𝑚=−𝑙
𝑏𝑙𝑚𝑆𝑙𝑚(𝐱). (3.6)

The cross-covariance of the random vector field 𝑉 = (𝑋, 𝑌 )𝑇 is

cov(𝑉 (𝐱), 𝑉 (𝐲)) =
∞
∑

𝑙=1

(

𝑎𝑙 𝑐𝑙
𝑐𝑙 𝑏𝑙

)

𝑃𝑙(𝑧). (3.7)

∑∞ 2 ∑∞ 2
3

Since 𝑙=1 𝑎𝑙𝑙 and 𝑙=1 𝑏𝑙𝑙 converge, 𝑉 is mean-square differentiable, hence the following corollary.
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Corollary 3.2.1. A mean-square continuous isotropic random flow on S2 can be written as

𝐉(𝐱) = ∇𝑋(𝐱) + 𝐱 × ∇𝑌 (𝐱), (3.8)

in which 𝑉 = (𝑋, 𝑌 )𝑇 is a mean-square differentiable isotropic random vector field on S2.

An example called Tangential Matérn Model was given by Fan et al. (2018).

4. Isotropic random flows on S𝟑

We will use the following lemma in the construction of isotropic cross-covariances on S3.

Lemma 4.1. For 𝐱 and 𝐲 on S𝑑 , 𝐱1 and 𝐲1 in R𝑑+1,
dim𝐻𝑙
𝜔𝑑 ∫S𝑑

𝑝′𝛼,𝑙(𝐱
𝑇 𝐳)𝑝′𝛼,𝑙(𝐳

𝑇 𝐲)(𝐱 ∧ 𝐱1 ∧ 𝐳) ⋅ (𝐲 ∧ 𝐲1 ∧ 𝐳)𝑑𝐳 = 𝐱𝑇1 𝐁𝑙(𝐱, 𝐲)𝐲1. (4.1)

Theorem 4.2. A mean-square continuous isotropic random flow on S3 has the cross-covariance,

𝐂(𝐱, 𝐲) =
∞
∑

𝑙=1
(𝑎𝑙𝐀𝑙(𝐱, 𝐲) + 𝑏𝑙𝐁𝑙(𝐱, 𝐲) + 𝑐𝑙𝐂𝑙(𝐱, 𝐲)), (4.2)

with 𝑎𝑙 ≥ 0, 𝑏𝑙 ≥ 0, |𝑐𝑙| ≤ 𝑏𝑙,
∑∞

𝑙=1 𝑎𝑙𝑙
2 and ∑∞

𝑙=1 𝑏𝑙𝑙
2 converge, 𝐀𝑙 and 𝐁𝑙 given in Eqs. (2.4) and (2.5),

𝐂𝑙(𝐱, 𝐲) = (𝑙 + 1)𝑝′𝛼,𝑙(𝑧)
√

1 − 𝑧2(𝐦2𝐦𝑇
1 −𝐦1𝐦𝑇

2 ), (4.3)

where 𝑧 = 𝐱𝑇 𝐲. The series in Eq. (4.2) converges uniformly.

On S3, dim𝐻𝑙 = (𝑙 + 1)2, dim𝐾𝑙 = 2𝑙(𝑙 + 2). By Theorem 4.2, 𝐁±
𝑙 = (𝐁𝑙 ± 𝐂𝑙)∕2 is positive semidefinite, and {𝐀𝑙 ,𝐁+

𝑙 ,𝐁
−
𝑙 }

∞
𝑙=1 is an

orthogonal basis of the isotropic matrix kernels on S3. We obtain the KL expansion for isotropic random flows on S3 by rewriting
Eq. (4.2) as

𝐂(𝐱, 𝐲) =
∞
∑

𝑙=1
(𝑎𝑙𝐀𝑙(𝐱, 𝐲) + (𝑏𝑙 + 𝑐𝑙)𝐁+

𝑙 (𝐱, 𝐲) + (𝑏𝑙 − 𝑐𝑙)𝐁−
𝑙 (𝐱, 𝐲)). (4.4)

Theorem 4.3. A mean-square continuous isotropic random flow on S3 has the KL expansion,

𝐉(𝐱) =
∞
∑

𝑙=1

⎛

⎜

⎜

⎝

(𝑙+1)2
∑

𝑚=1
𝑎𝑙𝑚∇𝑆𝑙𝑚(𝐱) +

𝑙(𝑙+2)
∑

𝑚=1
[𝑏+𝑙𝑚𝐅

+
𝑙𝑚(𝐱) + 𝑏−𝑙𝑚𝐅

−
𝑙𝑚(𝐱)]

⎞

⎟

⎟

⎠

, (4.5)

with 𝐅±
𝑙𝑚 being orthogonal kernels in the image space of 𝐁±

𝑙 with ∫S3 ‖𝐅
±
𝑙𝑚(𝐱)‖

2𝑑𝐱 = 𝑙(𝑙 + 2), and

𝑎𝑙𝑚 = 1
𝑙(𝑙 + 2) ∫S3

𝐉𝑇 (𝐱)∇𝑆𝑙𝑚(𝐱)𝑑𝐱, 𝑏±𝑙𝑚 = 1
𝑙(𝑙 + 2) ∫S3

𝐉𝑇 (𝐱)𝐅±
𝑙𝑚(𝐱)𝑑𝐱. (4.6)

he covariance of the coefficients is cov(𝑎𝑙𝑚, 𝑏
±
𝑙′𝑚′ ) = 0, cov(𝑏∓𝑙𝑚, 𝑏

±
𝑙′𝑚′ ) = 0, and

cov(𝑎𝑙𝑚, 𝑎𝑙′𝑚′ ) = 𝛿𝑙𝑙′𝛿𝑚𝑚′
2𝜋2𝑎𝑙
(𝑙 + 1)2

, cov(𝑏±𝑙𝑚, 𝑏
±
𝑙′𝑚′ ) = 𝛿𝑙𝑙′𝛿𝑚𝑚′

2𝜋2(𝑏𝑙 ± 𝑐𝑙)
𝑙(𝑙 + 2)

, (4.7)

or the cross-covariance given in Eq. (4.2).

. Proofs

roof of Lemma 2.1. For 𝐱𝑇 𝐱1 = 0 and 𝐲𝑇 𝐲1 = 0,

𝐱𝑇1 𝐀𝑙(𝐱, 𝐲)𝐲1 = E𝐱𝑇1 ∇𝑍𝑙(𝐱)(∇𝑍𝑙(𝐲))𝑇 𝐲1 = 𝑝′𝛼,𝑙(𝐱
𝑇 𝐲)(𝐱𝑇1 𝐲1) + 𝑝′′𝛼,𝑙(𝐱

𝑇 𝐲)(𝐱𝑇1 𝐲)(𝐱
𝑇 𝐲1). (5.1)

As a result, for 1 ≤ 𝑖 ≤ 𝑑 − 1 and 1 ≤ 𝑗 ≤ 𝑑 − 1,

𝐧𝑇𝐱 𝐀𝑙(𝐱, 𝐲)𝐧𝐲 = 𝑧𝑝′𝛼,𝑙(𝑧) − (1 − 𝑧2)𝑝′′𝛼,𝑙(𝑧), 𝐦𝑇
𝑖 𝐀𝑙(𝐱, 𝐲)𝐦𝑗 = 𝑝′𝛼,𝑙(𝑧)𝛿𝑖𝑗 , 𝐦𝑇

𝑖 𝐀𝑙(𝐱, 𝐲)𝐧𝐲 = 0. (5.2)

Eq. (2.8) follows from the differential equation with 𝛼 = 𝑑∕2 − 1,

(1 − 𝑧2)𝑝′′𝛼,𝑙(𝑧) − 2(𝛼 + 1)𝑧𝑝′𝛼,𝑙(𝑧) + 𝜆𝑙𝑝𝛼,𝑙(𝑧) = 0. (5.3)

𝐧𝑇𝐱 𝐁𝑙(𝐱, 𝐲)𝐧𝐲 =
𝑑−1
∑

𝑑−1
∑

𝐦𝑇
𝑖 ∇𝑍(𝐱)𝐦𝑇

𝑗 ∇𝑍(𝐲)(𝐱 ∧ 𝐧𝐱 ∧𝐦𝑖) ⋅ (𝐲 ∧ 𝐧𝐲 ∧𝐦𝑗 ) = (𝑑 − 1)𝑝′𝛼,𝑙(𝑧). (5.4)
4

𝑖=1 𝑗=1



Statistics and Probability Letters 213 (2024) 110172T. Lu

B

w

H

𝐦𝑇
𝑖 𝐁𝑙(𝐱, 𝐲)𝐦𝑖 =

𝑑−1
∑

𝑗=1
𝐦𝑇

𝑗 ∇𝑍(𝐱)𝐦𝑇
𝑗 ∇𝑍(𝐲)(𝐱 ∧𝐦𝑖 ∧𝐦𝑗 ) ⋅ (𝐲 ∧𝐦𝑖 ∧𝐦𝑗 )

+ 𝐧𝑇𝐱 ∇𝑍(𝐱)𝐧𝑇𝐲 ∇𝑍(𝐲)(𝐱 ∧𝐦𝑖 ∧ 𝐧𝐱) ⋅ (𝐲 ∧𝐦𝑖 ∧ 𝐧𝐲)

=(𝑑 − 1)𝑧𝑝′𝛼,𝑙(𝑧) − (1 − 𝑧2)𝑝′′𝛼,𝑙(𝑧) = 𝜆𝑙𝑝𝛼,𝑙(𝑧) − 𝑧𝑝′𝛼,𝑙(𝑧).

(5.5)

Also, 𝐦𝑇
𝑖 𝐁𝑙(𝐱, 𝐲)𝐦𝑗 = 0 for 𝑖 ≠ 𝑗, and 𝐦𝑇

𝑖 𝐁𝑙(𝐱, 𝐲)𝐧𝐲 = 𝐧𝑇𝐱 𝐁𝑙(𝐱, 𝐲)𝐦𝑖 = 0. □

Proof of Lemma 2.2. The image space of 𝐀𝑙 is spanned by the curl-free flows ∇𝑆𝑙𝑚(𝐱) with 1 ≤ 𝑚 ≤ dim𝐻𝑙, because

𝐀𝑙(𝐱, 𝐲) =
𝜔𝑑

dim𝐻𝑙

dim𝐻𝑙
∑

𝑚=1
∇𝑆𝑙𝑚(𝐱)(∇𝑆𝑙𝑚(𝐲))𝑇 . (5.6)

The image space of 𝐁𝑙 is divergence-free, because for any 𝐲1 ∈ R𝑑+1,

∇𝐱 ⋅ 𝐁𝑙(𝐱, 𝐲)𝐲1 =
𝑑
∑

𝑖=1

𝑑
∑

𝑗=1
E(𝐱𝑇𝑖 ∇)(𝐱

𝑇
𝑗 ∇)𝑍𝑙(𝐱)(𝐱 ∧ 𝐱𝑖 ∧ 𝐱𝑗 ) ⋅ (𝐲 ∧ 𝐲1 ∧ ∇𝑍𝑙(𝐲)) = 0, (5.7)

in which (𝐱, 𝐱1,… , 𝐱𝑑 ) is a positively oriented orthonormal basis of R𝑑+1. The image space of 𝐁𝑙 is orthogonal to the space of curl-free
flows, because for any field 𝜙(⋅) on S𝑑 ,

∫S𝑑
∇𝜙(𝐱) ⋅ 𝐁(𝐱, 𝐲)𝑑𝐱 = ∫S𝑑

[∇𝐱 ⋅ (𝜙(𝐱)𝐁(𝐱, 𝐲)) − 𝜙(𝐱)∇𝐱 ⋅ 𝐁𝑙(𝐱, 𝐲)]𝑑𝐱 = 0. (5.8)

So (𝐀𝑙 ,𝐁𝑙′ ) = 0 for any 𝑙 and 𝑙′. By

∫S𝑑
(∇𝑆𝑙𝑚(𝐲))𝑇∇𝑆𝑙′𝑚′ (𝐲)𝑑𝐲 = −∫S𝑑

𝑆𝑙𝑚(𝐲)∇2𝑆𝑙′𝑚′ (𝐲)𝑑𝐲 = 𝜆𝑙𝛿𝑙𝑙′𝛿𝑚𝑚′ , (5.9)

we get

(𝐀𝑙 ,𝐀𝑙′ ) = 𝜆𝑙𝛿𝑙𝑙′
𝜔𝑑

(dim𝐻𝑙)2

dim𝐻𝑙
∑

𝑚=1
(∇𝑆𝑙𝑚(𝐱))𝑇∇𝑆𝑙𝑚(𝐱) =

𝜆2𝑙 𝛿𝑙𝑙′
dim𝐻𝑙

. (5.10)

y Eq. (2.9), we can write

𝐁𝑙(𝐱, 𝐲) = 𝑓𝑙(𝑧)𝐧𝐱𝐧𝑇𝐲 + 𝑔𝑙(𝑧)
𝑑−1
∑

𝑖=1
𝐦𝑖𝐦𝑇

𝑖 , (5.11)

here 𝑓𝑙(𝑧) = (𝑑 − 1)𝑝′𝛼,𝑙(𝑧), 𝑔𝑙(𝑧) = 𝜆𝑙𝑝𝛼,𝑙(𝑧) − 𝑧𝑝′𝛼,𝑙(𝑧), 𝑧 = 𝐱𝑇 𝐲. It gives

(𝐁𝑙 ,𝐁𝑙′ ) =
𝜔𝑑−1
𝜔𝑑 ∫

1

−1
(𝑓𝑙(𝑧)𝑓𝑙′ (𝑧) + (𝑑 − 1)𝑔𝑙(𝑧)𝑔𝑙′ (𝑧))(1 − 𝑧2)𝛼𝑑𝑧. (5.12)

Since 𝑝′𝛼,𝑙(1) = 𝜆𝑙∕𝑑, 𝑓𝑙(1) = 𝑔𝑙(1). By the parity of 𝑝𝛼,𝑙, 𝑓𝑙(−1) = −𝑔𝑙(−1). Therefore, for 𝑙 ≥ 1,

𝑓𝑙(𝑧) = 𝑎𝑙 + 𝑏𝑙𝑧 + (1 − 𝑧2)𝑓𝑙(𝑧), 𝑔𝑙(𝑧) = 𝑏𝑙 + 𝑎𝑙𝑧 + (1 − 𝑧2)�̂�𝑙(𝑧), (5.13)

for numbers 𝑎𝑙 and 𝑏𝑙, and polynomials 𝑓𝑙(𝑧) and �̂�𝑙(𝑧) of order up to 𝑙 − 2. By the identity (Abramowitz and Stegun, 1965),
𝑑𝑝′𝛼,𝑙(𝑧) = 𝜆𝑙𝑝𝛼+1,𝑙−1(𝑧), we have that for 1 ≤ 𝑙′ < 𝑙,

∫

1

−1
𝑓𝑙(𝑧)𝑓𝑙′ (𝑧)(1 − 𝑧2)𝛼+1𝑑𝑧 = 0, ∫

1

−1
𝑔𝑙(𝑧)�̂�𝑙′ (𝑧)(1 − 𝑧2)𝛼+1𝑑𝑧 = 0, (5.14)

∫

1

−1
(𝑓𝑙(𝑧) + (𝑑 − 1)𝑔𝑙(𝑧)𝑧)(1 − 𝑧2)𝛼𝑑𝑧 = (𝑑 − 1)∫

1

−1
(𝜆𝑙𝑝𝛼,𝑙(𝑧)𝑧(1 − 𝑧2)𝛼 + 𝑝′𝛼,𝑙(𝑧)(1 − 𝑧2)𝛼+1)𝑑𝑧 = 0, (5.15)

∫

1

−1
(𝑓𝑙(𝑧)𝑧 + (𝑑 − 1)𝑔𝑙(𝑧))(1 − 𝑧2)𝛼𝑑𝑧 = (𝑑 − 1)∫

1

−1
𝜆𝑙𝑝𝛼,𝑙(𝑧)(1 − 𝑧2)𝛼𝑑𝑧 = 0. (5.16)

ence (𝐁𝑙 ,𝐁𝑙′ ) = 0 for 1 ≤ 𝑙′ < 𝑙. Eq. (2.11) follows from the identities (Abramowitz and Stegun, 1965),

𝜔𝑑−1
𝜔𝑑 ∫

1

−1
(𝑝𝛼,𝑙(𝑧))2(1 − 𝑧2)𝛼𝑑𝑧 = 1

dim𝐻𝑙
,

𝜔𝑑−1
𝜔𝑑 ∫

1

−1
(𝑝′𝛼,𝑙(𝑧))

2(1 − 𝑧2)𝛼𝑑𝑧 = 2𝑙 + 𝑑 − 1
𝑑

𝜆𝑙
dim𝐻𝑙

,

𝜔𝑑−1
𝜔𝑑 ∫

1

−1
𝑧𝑝′𝛼,𝑙(𝑧)𝑝𝛼,𝑙(𝑧)(1 − 𝑧2)𝛼𝑑𝑧 = 𝑙

dim𝐻𝑙
,
𝜔𝑑−1
𝜔𝑑 ∫

1

−1
(𝑧𝑝′𝛼,𝑙(𝑧))

2(1 − 𝑧2)𝛼𝑑𝑧 = 2𝑙 − 1
𝑑

𝜆𝑙
dim𝐻𝑙

. □

(5.17)

Proof of Theorem 2.3. For given 𝐱 and 𝐲, let 𝑄𝑖 = 𝐼 −2𝐦𝑖𝐦𝑇
𝑖 for 1 ≤ 𝑖 ≤ 𝑑−1. Since 𝑄𝑖 ∈ O(d+1), and 𝐂 is isotropic and reflexive,

𝑇 𝑇 𝑇
5

𝐧𝐱 𝐂(𝐱, 𝐲)𝐦𝑖 = (𝑄𝑖𝐧𝐱) 𝐂(𝑄𝑖𝐱, 𝑄𝑖𝐲)𝑄𝑖𝐦𝑖 = −𝐧𝐱 𝐂(𝐱, 𝐲)𝐦𝑖 = 0. (5.18)
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Similarly, 𝐦𝑇
𝑖 𝐂(𝐱, 𝐲)𝐧𝐲 = 0 and 𝐦𝑇

𝑖 𝐂(𝐱, 𝐲)𝐦𝑗 = 0 for 𝑖 ≠ 𝑗. Therefore, 𝐂(𝐱, 𝐲) can be written as

𝐂(𝐱, 𝐲) = 𝑓 (𝐱𝑇 𝐲)𝐧𝐱𝐧𝑇𝐲 + 𝑔(𝐱𝑇 𝐲)
𝑑−1
∑

𝑖=1
𝐦𝑖𝐦𝑇

𝑖 . (5.19)

o {𝐀𝑙 ,𝐁𝑙}∞𝑙=1 is an orthogonal basis of the set of reflexive isotropic matrix kernels on S𝑑 , and the series in Eq. (2.12) converges in
2 norm to 𝐂(𝐱, 𝐲). Since 𝐀𝑙 and 𝐁𝑙 are positive semidefinite, and

tr𝐀𝑙(𝐱, 𝐱) = 𝜆𝑙 , tr𝐁𝑙(𝐱, 𝐱) = (𝑑 − 1)𝜆𝑙 , (5.20)

𝑙 ≥ 0, 𝑏𝑙 ≥ 0, and ∑∞
𝑙=1 𝑎𝑙𝑙

2, ∑∞
𝑙=1 𝑏𝑙𝑙

2 converge. The series in Eq. (2.12) is absolutely summable, thus uniformly converges to
(𝐱, 𝐲). □

roof of Theorem 2.4. Eq. (2.13) follows from Eqs. (5.6) and (5.9). We have
1
𝜔𝑑 ∫S𝑑

𝐁𝑙(𝐱, 𝐳)𝐁𝑙(𝐳, 𝐲)𝑑𝐳 = 𝐶𝐁𝑙(𝐱, 𝐲), (5.21)

for a constant 𝐶, because the left-hand-side is a reflexive isotropic matrix kernel whose image space is in 𝐾𝑙, which must be a
multiple of 𝐁𝑙 by Theorem 2.3. Therefore, 𝐾𝑙 is the eigenspace of 𝐁𝑙, and

1
𝜔𝑑 ∫S𝑑

𝐁𝑙(𝐱, 𝐲)𝐅𝑙𝑚(𝐲)𝑑𝐲 =
tr𝐁𝑙(𝐱, 𝐱)
dim𝐾𝑙

𝐅𝑙𝑚(𝐱) =
(𝑑 − 1)𝜆𝑙
dim𝐾𝑙

𝐅𝑙𝑚(𝐱). (5.22)

y Eqs. (2.11) and (2.3),

dim𝐾𝑙 =
(tr𝐁𝑙(𝐱, 𝐱))2

(𝐁𝑙 ,𝐁𝑙)
=

(2𝑙 + 𝑑 − 1)(𝑙 + 𝑑 − 1)𝛤 (𝑙 + 𝑑 − 2)
(𝑙 + 1)𝛤 (𝑑 − 1)𝛤 (𝑙)

. (5.23)

he KL expansion is a consequence of the Funk–Hecke formula. □

roof of Theorem 3.1. The cross-covariance 𝐂(𝐱, 𝐲) on S2 can be written as

𝐂(𝐱, 𝐲) = 𝐶11(𝐱, 𝐲)𝐧𝐱𝐧𝑇𝐲 + 𝐶12(𝐱, 𝐲)𝐧𝐱𝐦𝑇 + 𝐶21(𝐱, 𝐲)𝐦𝐧𝑇𝐲 + 𝐶22(𝐱, 𝐲)𝐦𝐦𝑇 . (5.24)

By the isotropy, 𝐧𝑇𝐱 𝐂(𝐱, 𝐲)𝐦 = 𝐧𝑇𝐲 𝐂(𝐲, 𝐱)𝐦, so 𝐶12(𝐱, 𝐲) = 𝐶21(𝐱, 𝐲). Therefore,

𝐂(𝐱, 𝐲) = 𝑓 (𝑧)𝐧𝐱𝐧𝑇𝐲 + 𝑔(𝑧)𝐦𝐦𝑇 + ℎ(𝑧)(𝐧𝐱𝐦𝑇 +𝐦𝐧𝑇𝐲 ), (5.25)

where 𝑧 = 𝐱𝑇 𝐲. By the identities (Abramowitz and Stegun, 1965),

(𝑠𝑖, 𝑠𝑗 ) + (𝑡𝑖, 𝑡𝑗 ) = 𝛿𝑖𝑗2𝑖2(𝑖 + 1)2∕(2𝑖 + 1), (𝑠𝑖, 𝑡𝑗 ) + (𝑡𝑖, 𝑠𝑗 ) = 0, 𝑖 ≥ 1, 𝑗 ≥ 1, (5.26)

where (𝑓, 𝑔) = ∫ 1
−1 𝑓 (𝑧)𝑔(𝑧)𝑑𝑧, we have

(𝐂𝑖,𝐂𝑗 ) = (𝑠𝑖 − 𝑡𝑖, 𝑠𝑗 − 𝑡𝑗 ) = (𝑠𝑖, 𝑠𝑗 ) + (𝑡𝑖, 𝑡𝑗 ) = 2(𝐀𝑖,𝐀𝑖)𝛿𝑖𝑗 . (5.27)

By Lemma 2.2 and the orthogonality between {𝐀𝑙 ,𝐁𝑙}∞𝑙=1 and {𝐂𝑙}∞𝑙=1, {𝐀𝑙 ,𝐁𝑙 ,𝐂𝑙}∞𝑙=1 is an orthogonal basis of the set of isotropic
matrix kernels on S2. By Theorem 2.3, 𝑎𝑙 ≥ 0, 𝑏𝑙 ≥ 0, ∑∞

𝑙=1 𝑎𝑙𝑙
2 and ∑∞

𝑙=1 𝑏𝑙𝑙
2 converge. For 𝑎 ≥ 0 and 𝑏 ≥ 0, let

𝐔±
𝑎,𝑏(𝐱) =

√

𝑎∇𝑍𝑙(𝐱) ±
√

𝑏𝐱 × ∇𝑍𝑙(𝐱). (5.28)

he cross-covariance of 𝐔±
𝑎,𝑏 is

𝐃±
𝑎,𝑏(𝐱, 𝐲) = 𝑎𝐀𝑙(𝐱, 𝐲) + 𝑏𝐁𝑙(𝐱, 𝐲) ±

√

𝑎𝑏𝐂𝑙(𝐱, 𝐲), (5.29)

which is positive semidefinite. If 𝐂 is positive semidefinite,

(𝐂,𝐃±
𝑏𝑙 ,𝑎𝑙

) = 2(𝑎𝑙𝑏𝑙 ± 𝑐𝑙
√

𝑎𝑙𝑏𝑙)(𝐀𝑙 ,𝐀𝑙) ≥ 0, (5.30)

hich implies that |𝑐𝑙| ≤
√

𝑎𝑙𝑏𝑙. On the other hand, if |𝑐𝑙| ≤
√

𝑎𝑙𝑏𝑙, the series in Eq. (3.1) is positive semidefinite and absolutely
summable, thus converges uniformly to 𝐂(𝐱, 𝐲). □

Proof of Theorem 3.2. The covariances cov(𝑎𝑙𝑚, 𝑎𝑙′𝑚′ ) and cov(𝑏𝑙𝑚, 𝑏𝑙′𝑚′ ) follow Theorem 2.4.

𝐂𝑙(𝐱, 𝐲) = E(∇𝑍𝑙(𝐱)(𝐲 × ∇𝑍𝑙(𝐲))𝑇 + 𝐱 × ∇𝑍𝑙(𝐱)(∇𝑍𝑙(𝑦))𝑇 )

= 4𝜋
2𝑙 + 1

𝑙
∑

𝑚=−𝑙
[∇𝑆𝑙𝑚(𝐱)(𝐲 × ∇𝑆𝑙𝑚(𝐲))𝑇 + (𝐱 × ∇𝑆𝑙𝑚(𝐱))(∇𝑆𝑙𝑚(𝐲))𝑇 ].

(5.31)

herefore,

∫S𝑑
𝐂𝑙(𝐱, 𝐲)∇𝑆𝑙𝑚(𝐲)𝑑𝐲 =

4𝜋𝜆𝑙
2𝑙 + 1

𝐱 × ∇𝑆𝑙𝑚(𝐱), (5.32)

hich gives the covariance cov(𝑎 , 𝑎 ) in Eq. (3.5). □
6

𝑙𝑚 𝑙′𝑚′
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Proof of Lemma 4.1. Applying (𝐱 ∧ 𝐱1 ∧ ∇𝐱) ⋅ (𝐲 ∧ 𝐲1 ∧ ∇𝐲) to the identity (Abramowitz and Stegun, 1965),

dim𝐻𝑙
𝜔𝑑 ∫S𝑑

𝑝𝛼,𝑙(𝐱𝑇 𝐳)𝑝𝛼,𝑙(𝐳𝑇 𝐲)𝑑𝐳 = 𝑝𝛼,𝑙(𝐱𝑇 𝐲), (5.33)

we get
dim𝐻𝑙
𝜔𝑑 ∫S𝑑

𝑝′𝛼,𝑙(𝐱
𝑇 𝐳)𝑝′𝛼,𝑙(𝐳

𝑇 𝐲)(𝐱 ∧ 𝐱1 ∧ 𝐳) ⋅ (𝐲 ∧ 𝐲1 ∧ 𝐳)𝑑𝐳

= (𝐱 ∧ 𝐱1 ∧ ∇𝐱) ⋅ (𝐲 ∧ 𝐲1 ∧ ∇𝐲)𝑝𝛼,𝑙(𝐱𝑇 𝐲) = 𝐱𝑇1 𝐁𝑙(𝐱, 𝐲)𝐲1. □
(5.34)

Proof of Theorem 4.2. For an isotropic random flow on S3, 𝐧𝑇𝐱 𝐂(𝐱, 𝐲)𝐦𝑖 = 𝐦𝑇
𝑖 𝐂(𝐱, 𝐲)𝐧𝐲 = 0 for 𝑖 = 1, 2. Let 𝑄 = 𝐱𝐱𝑇 + 𝐧𝐱𝐧𝑇𝐱 +

𝐦1𝐦𝑇
2 −𝐦2𝐦𝑇

1 . Since 𝑄 ∈ SO(4),

𝐦𝑇
1 𝐂(𝐱, 𝐲)𝐦2 = (𝑄𝐦1)𝑇𝐂(𝑄𝐱, 𝑄𝐲)(𝑄𝐦2) = −𝐦𝑇

2 𝐂(𝐱, 𝐲)𝐦1. (5.35)

The cross-covariance can be written as

𝐂(𝐱, 𝐲) = 𝑓 (𝑧)𝐧𝐱𝐧𝑇𝐲 + 𝑔(𝑧)(𝐦1𝐦𝑇
1 +𝐦2𝐦𝑇

2 ) + ℎ(𝑧)(𝐦2𝐦𝑇
1 −𝐦1𝐦𝑇

2 ), (5.36)

where 𝑧 = 𝐱𝑇 𝐲. Since 𝑝′𝛼,𝑙(𝑧) = (𝜆𝑙∕𝑑)𝑝𝛼+1,𝑙−1(𝑧), by Eq. (5.17) we have (𝐂𝑙 ,𝐂𝑙′ ) = 2𝑙(𝑙+2)𝛿𝑙𝑙′ . Since {𝐂𝑙}∞𝑙=1 is orthogonal to {𝐀𝑙 ,𝐁𝑙}∞𝑙=1,
combined with Lemma 2.2, we see that {𝐀𝑙 ,𝐁𝑙 ,𝐂𝑙}∞𝑙=1 is an orthogonal basis of the set of isotropic matrix kernels on S3. Notice that
for any vectors 𝐱1 and 𝐲1 in R4,

𝐱𝑇1 𝐂𝑙(𝐱, 𝐲)𝐲1 = (𝑙 + 1)𝑝′𝛼,𝑙(𝐱
𝑇 𝐲)(𝐱 ∧ 𝐱1 ∧ 𝐲 ∧ 𝐲1)∗, (5.37)

where the Hodge star is a linear mapping such that (𝐱 ∧ 𝐧𝐱 ∧𝐦1 ∧𝐦2)∗ = 1. By Lemma 4.1,

∫S3
𝐱𝑇1 𝐂𝑙(𝐱, 𝐳)𝐂𝑙(𝐳, 𝐲)𝐲1𝑑𝐳

= (𝑙 + 1)2 ∫S3
𝑝′𝛼,𝑙(𝐱

𝑇 𝐳)𝑝′𝛼,𝑙(𝐳
𝑇 𝐲)(𝐱 ∧ 𝐱1 ∧ 𝐳) ⋅ (𝐳 ∧ 𝐲 ∧ 𝐲1)𝑑𝐳 = 𝜔𝑑𝐱𝑇1 𝐁𝑙(𝐱, 𝐲)𝐲1.

(5.38)

Since 𝐂𝑙 is symmetric, its image space is the same as that of 𝐁𝑙. By Eq. (2.13),

∫S3
𝐁𝑙(𝐱, 𝐳)𝐁𝑙(𝐳, 𝐲)𝑑𝐳 = 𝜔𝑑𝐁𝑙(𝐱, 𝐲), ∫S3

𝐁𝑙(𝐱, 𝐳)𝐂𝑙(𝐳, 𝐲)𝑑𝐳 = 𝜔𝑑𝐂𝑙(𝐱, 𝐲). (5.39)

Let 𝐁±
𝑙 = (𝐁𝑙 ± 𝐂𝑙)∕2, then

∫S3
𝐁±
𝑙 (𝐱, 𝐳)𝐁

±
𝑙 (𝐳, 𝐲)𝑑𝐳 = 𝜔𝑑𝐁±

𝑙 (𝐱, 𝐲), ∫S3
𝐁±
𝑙 (𝐱, 𝐳)𝐁

∓
𝑙 (𝐳, 𝐲)𝑑𝐳 = 0. (5.40)

Therefore, {𝐀𝑙 ,𝐁+
𝑙 ,𝐁

−
𝑙 }

∞
𝑙=1 is a positive semidefinite orthogonal basis of the set of isotropic matrix kernels on S3. The series in Eq. (4.2)

is positive semidefinite if and only if |𝑐𝑙| ≤ 𝑏𝑙. Given that |𝑐𝑙| ≤ 𝑏𝑙, by the positive semidefiniteness of 𝐁±
𝑙 , the series is absolutely

summable, thus converges uniformly. □

6. Conclusion

In this paper, we derived the cross-covariance of isotropic random flows on the sphere S𝑑 for 𝑑 ≥ 1. We also derived the KL
expansion of the isotropic random flows. On S𝑑 with 𝑑 ≥ 4, the curl-free part of the flow is uncorrelated with the divergence-free
part of the Helmholtz–Hodge decomposition. On S2, the two parts can be correlated. On S3, the divergence-free part can be further
decomposed into two isotropic flows. In subsequent works, we will study random flows on other symmetric spaces.
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