L09 A biased estimator: Principal component estimator

1. Model, problem and remedy

(1) Model
In Model Y = X3 +¢, € ~ (0, 021,,), X has full column rank. Hence 3 is estimable and
the BLUE of S is

B=X1Y = (X'X)'X'Y ~ (B, c2(X'X)™Y)
with R R
MSEM(3, ) = Cov (5) — ¢2(X'X)"" and
MSE(3, 8) = tr [MSEM(E, ﬁ)} = o2t [(X'X) 1]

(2) Problem
Let Ay > --- > X, > 0 be the eigenvalues of X'X. Then

oy 2f(Lt 1
MSE(G, 8) = o <A1+ +Ap>.

If there is multicollinearity in X, then | X’X| = A --- A, is small. Consequently MSE(B , B)
becomes large. Hence the estimator is not stable and the risk is high.

(3) A remedy
In MSE(@, B) = K—j +- 4 i—j, ‘;—? < <L K—i, if we keep the firs ¢ terms and drop the
rest, the MSE(B\ , ) is reduced. The resulted estimator is called a principal component
estimator since i—j, e U—z kept in the estimator are the variances of the first ¢ principal

components of 3 .
2. Expression, parameters and risk

(1) Expression
By EVD

X'X = PAP' = (P[, P[]) (AOI AO > (P], P][)/ = P]A[PI/ + PIIAIIPI/I and
II
~1
(X'X)"! = PA'P' = (P, Ppy) (AI 0 > (Pr, Prp) = PA; Py + PrA} Py,

0 A}
So  B=(X'X)'X'Y = (PA;'P; + PrA7} Py XY
Drop Pr IAI_11PI/ ; associated with Ag41,...,A\p. We have principal component estimator

Blq) = PIATIPIXY.

(2) Parameters
With 8(q) = PIA;'PiX'Y and YV ~ (X8, 021,,),
E[B(q)] = PIA;'PiX' X3 = PiA ' Py(PiA1P) + PiiAp Py)3 = PP and

Cov (B(q)) = (PATYPIX)) 020, (PrATI Py X
= o (PIAT'P)) (PiALP] + PiArPyy) (PrAT ' P)) = o> PrAT ' Pr.
So B(q) ~ (P1P}B, o> PIAT Py).



(3) Risks _ R
With 3(q) ~ (PrPB3, o*PIAT'Py), B— E(B(q) = (I — PrP})B = PrP},B. So

r(B(q), B) = MSEM(B, B) = 0®PiA; ' P} + (P11 P};)BB (P11 Pf)

Ex: The parameters and risk of the principal component estimator have been derived based
on Y. They can also be derived based on the BLUE /.
Blq) = PIAT'PX'Y = PIATYPH(X'X)(X'X)"1X'Y = PrP)3.
With 3 ~ (8, 02(X'X)™1),
Blg) ~ (P1P;B, a*P P{(X'X) "' P P}) = (P P8, o PIA; PY).
So r(B(q), B) = MSEM(B, B) = 02PA; " P; + (P i) BB (PriPyy)-

3. Making E( ) better than BLUE

(1) Sufficient and necessary condition for B (q ) to be better than BLUE
ﬂ( ) dominates B = P BB Pry < o?A7}

Proof. The PC estimator B(q) is betterjhan the BLUE 3 by the risk MSEM(-, )
< MSEM(S(q), 8) < MSEM(S, )
= 0’PiA; P, + P P88 PPy < 0*(PrA; Py + PriAL} Ply)
= PPy 85 PPl < o®PrrAp} Py
<= Py B8'Prr < o?A;} since A < B = CAC' < CBC'
(2) A sufficient condition for B( ) to be better than B.
P BB Prr < —I = 5( ) dominates E

Proof. Note that 5 I < diag ( =) s ‘;—i) = 02/\[_]1
So P86 Prr S /\ I = PHBB’PH <o AH E B( ) dominates B
(3) Selecting ¢ such that B(q) is better that j.
Select ¢ such that 0 < A1 < ﬁ. Then (3(q) dominates [3.
II

2

PLAI% 0
Proof. 0 < A\j41 < IIP’ /3||2 — 0 < ”PfjﬁHQ < = <H 10| ) < 27

a+1 0 0/ — A1 P7T
But Pj,88 P > 0 with rank 1, and || P};3||? is a positive eigenvalue since
(P, 88" Prr) (P B) = (P B8)(6'PriPr8) = || P8I (Pry ).

/ 2
Thus by EVD P88/ Py = Q (”Pféﬁ” 8) Q' € R-0x(v-),

P87 0 02 1P78% 0 o
But ( 16 0 < ﬁlp_q = @ [6 0 Q/ < Q)\qul qu )\ ol p q-

2
Therefore P;, 83 Prr = (HQ 8|l 8) Q<27

Ag+17 P4

By (2), the domination holds.

Comments: The cut-off point for A\g41, ”P, NG depends on ¢ and 3, and hence can
only estimated.



L10: A mixed estimator: Mixed BLUE

1. Two models with one set of parameters

(1) Two models with one set of parameters
Consider two models with two sets of data but one set of parameters

Yi=XiB+e, e~ (0, 0°%)
Yo = X9+ €9, €9 ~ (0, 0222).

(2) Two BLUE:S for
Assume that X7 € R™*P and Xy € R™*P are both of full column ranks.
Then § has BLUEs from two models. Based on model 1,

A

Similarly based on Model 2,

~

_ (21—1/2X1)+21—1/2Y1

- [(21‘1/2)(1)'(21/2)(1)]

= (X{3rX) XSy

(3) Parameters and risks of the BLUEs
~ _ -1 _
/= (Xlz: 1X1) X2y
ST TIX ST (028 S X (X 2T X))

Similarly, Bg

Therefore
and

~

~

(8,
(0 o? X1 T
(0, o2(X5551 X))

Y.

-1

(271/2)(1)’ 271/21/1

By = (X355 1X5) " X}55 1Y,

MSEM(B;, ) = o2(X| 57 X))
MSEM(Bs, B) = o3(X}5%5 " X5) !

2. Combined model and mixed estimator

(1) Combined model
Under the assumption of the independence of Y7 and Ys, combining the two models, one

0 2 1 0
0/’ 0 3/ )°
[ in this combined model has BLUE, Bm, called the mixed BLUE for j.
-1 ’ -1
X4 10 Y1
X5 0 > Yo
(X157 + X555 1Y))
((Xizflxl)ﬁl + (Xézngz)ﬁz)

Y;
Yo

~

/Bm:

)= ()7 () (o
(RGN

(X120 X0+ X325 X))
(X571 X0 + X555 X))

(2) Weighted average of vectors or matrices with matrix-weights

Suppose W1 > 0 and Wy > 0 are p X p matrices.

Then W = W7 + W5 and w1

p X p positive definite matrices. Also, W=tWy + W—tW; = I,,.
For Vi € RPXt and V, € RPXt,

WWAVv + WLV, =

W*l

(Wi + Whls)

is called the weighted average of V; and V5 with matrix-weights W7 and Wa.

are



(3) Mixed BLUE
Let Wi = X127 X1, Wa = Xo%5 ' Xy and W = Wy + Wa. By the formula in (1) and
definition in (2),

B=WW1B + W 'Wap, = W_l(W1§1 + W2§2)'

So the mixed BLUE is the weighted average of BLUE 31 from Model 1, and BLUE Bg
from Model 2.

3. Improved estimator

(1) Parameters of mixed BLUE
With Wy, Wy and W in (3) of 2, by (3) of 1,

Bl ~ (5, JQWfl) and 32 ~ (B, UQW{l) .
Now E(Bm) = E[W (W1 B1 + Wafs)] = W LW, 8 + W) = 8 and
Cov(Bm) = Cov[W HW1B1 + Wafa)] = WLCov(W1 By + Wafa)W 1
= WL (Wio? W' Wy + Wao? Wy 'Wo) W1
= W Wy + W)W =o2Ww—1

So Bm ~ (B, ?W1).

(2) Risks .
For model 1, MSEM(f1, B) = ‘72‘/1/1_1
For model 2, MSEM(fB2, B) = 02W2_1

For the combined model MSEM(B\m7 B)=o?Ww-1

(3) Improved BLUE
Note that W= = (W + Wa) ™t = Wyt — Wt (W,t + Wy H)~1w ! since

(Wh + W) Wy = Wt (Wt Wy )t = 1
Hence o?W~! =a?W, ! = 2W W+ Wy H7 i e,
MSEM(8,,,) = MSEM(3,) — oW (Wt + Wy )~ twy L.

But oW, N (W, + Wy )Wt > 0. Hence MSEM(,,, ) < MSEM(31, ).
Similarly MSEM(S,,, ) < MSEM(/f32, 3) can be derived from

Wt =Wy +Wo) L =Wyt —w t w4+ Wy ) T

Comments: Suppose [ was estimated by a BLUE. Now with new data, one can get
another BLUE. But it is better to combined them to get a mixed BLUE which
dominates the BLUEs from the two models.



