
Stat873 HW05

1. For β ∈ Rp in Y = Xβ + ϵ, ϵ ∼ (0, σ2In), with full column rank X ∈ Rn×p, β̂ is the BLUE
and β̂(q) is a principal component estimator.

(1) Is β̂(q) a linear biased estimator? Why?

The principal component estimator β̂(q) is a linear biased estimator for β.

Let X ′X = (PI , PII)

(
ΛI 0
0 ΛII

)
(PI , PII)

′ be the EVD for X ′X.

Then β̂(q) = PIΛ
−1
I P ′

IX
′Y is a linear function of Y .

But E(β̂(q)) = PIP
′
Iβ ̸= β.

So β̂(q) is a linear biased estimator for β.

(2) Show that ∥β̂(q)∥2 ≤ ∥β̂∥2.

β̂ = Ipβ̂ = (PIP
′
I + PIIP

′
II)β̂ = PIP

′
I β̂ + PIIP

′
II β̂

But
〈
PIPI β̂, PIIP

′
II β̂

〉
= β̂′PIIP

′
IIPIP

′
I β̂ = 0.

So ∥β̂∥2 = ∥PIP
′
I β̂∥2 + ∥PIIP

′
II β̂∥2 ≥ ∥PIP

′
I β̂∥2.

But PIP
′
I β̂ = β̂(q). Hence ∥β̂∥2 ≥ ∥β̂(q)∥2.

2. In order to find principal component estimator for β in Y = Xβ + ϵ, ϵ ∼ (0, σ2Σ), convert
the model equivalently to Y∗ = X∗β + ϵ∗, ϵ∗ ∼ (0, σ2In).

(1) Point out the relations of Y∗ and Y ; X∗ and X; and ϵ∗ and ϵ.

Y∗ = Σ−1/2Y ; X∗ = Σ−1/2X; and ϵ∗ = Σ−1/2ϵ.

(2) Based on the second model, results in the lecture, and relations in (1), describe the
principal component estimator for β in the first model.

By the results in the lecture, for β in the second model,

let X ′
∗X∗ = (PI , PII)

(
ΛI 0
0 ΛII

)
(PI , PII)

′ be the EVD.

Then PIΛ
−1
I P ′

IX
′
∗Y∗ is the principal component estimator for β.

Thus for β in the first model,

let X ′Σ−1X = (PI , PII)

(
ΛI 0
0 ΛII

)
(PI , PII)

′ be the EVD.

Then β̂(q) = PIΛ
−1
I P ′

IX
′Σ−1Y is the principal component estimator for β.

3. Let β̂1 be the BLUE of β in Y1 = X1β + ϵ1, ϵ1 ∼ (0, σ2In); and β̂2 be the BLUE of β in
Y2 = X2β + ϵ2, ϵ2 ∼ (0, σ2Σ). Write the mixed BLUE of β as weighted average of β̂1 and β̂2
and point out the matrix weights.
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Let W1 = X ′
1X1, W2 = X ′

2Σ
−1X2 and W = W1 +W2.

Then the mixed BLUE is W−1(W1β̂1 +W2β̂2).
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