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1. For € RPFinY = XB +¢, e~ (0, o2I,), with full column rank X € R"*P, B\ is the BLUE
and ((q) is a principal component estimator.

(1)

Is B (q) a linear biased estimator? Why?

The principal component estimator B (¢) is a linear biased estimator for 5.

Let X'X = (Py, Prp) (AOI AO ) (P, Pr;) be the EVD for X'X.
I

Then B(q) = P/A'PIX'Y s a linear function of V.

Bu  B(3(@) = PPj8 £ 5.

So B(q) s a linear biased estimator for f.

Show that ||3(q)]|2 < ||B]I.

B= pgz (PrP; + PHPIII)EZ PIPI'E-F PHP]/]B\

But <P[P[B, PHP}I§> = B'Py P}, PiPB =0,
So 18117 = 1PrPiI1* + 1P Py 8112 > 1P P52
But PrPi3 = B(q). Hence [|8]1> > [|1B(g)|1*.

2. In order to find principal component estimator for S in Y = X3 + ¢, € ~ (0, 02%), convert
the model equivalently to Y, = X.0 + €, €, ~ (0, 0'2In).

(1)

3. Let

Point out the relations of Y, and Y; X, and X; and ¢, and e.
Y, =2"12y; X, =% 1/2X; and ¢, = 22,

Based on the second model, results in the lecture, and relations in (1), describe the
principal component estimator for 3 in the first model.

By the results in the lecture, for 8 in the second model,

let X'X, = (P, Prr) (%I A(L) (P, Prr)’ be the EVD.

Then PIAflPI/kaY* is the principal component estimator for .

Thus for  in the first model,

let X'Y>71X = (Py, Prp) (%] Ag;) (P, Prr)’ be the EVD.

Then B (q) = PIAI_IPI’X ’>71Y is the principal component estimator for /3.

51 be the BLUE of 3 in Y} = X168+ €1, €1 ~ (0, 021I,,); and Bg be the BLUE of § in

Yy = Xo8 + €2, €3 ~ (0, 02%). Write the mixed BLUE of 3 as weighted average of 3; and Bs
and point out the matrix weights.



Let W7 = X{Xl, Wy = Xézleg and W = Wy + Whs.
Then the mixed BLUE is Wﬁl(Wl,Bl + Wgﬂg).



