L01: Multivariate distributions
1. Multivariate distributions
(1) Probability density function
X 1
X = is a continuous random vector if it assumes values xr = € D C RP with
Xp Lp

probability density f(z1,...,2p). This f(-) is called the joint probability density function (pdf)
for X. D, the domain of f(-), is called the support of X. For A C D,

P(XeA)= //A flx1, ., xp)dz, .., dzp.

One can extend the domain of f(-) from D to RP by defining f(z1,..,2,) =0 on D°.

(2) Conditions for f(z1,...,zp) to be a pdf
Function f(z1,...,x,) could be used as a pdf to define a random vector if

f(z1,...,2p) >0 and / flx1, .., xp)dey, .., dzy, = 1.
Rp

(3) pdf of Y = y(X)
X € RP is a random vector with pdf f(x1,..,2,). Suppose y = y(z) € RP < = = z(y) € RP

with Jacobian J = ?9((?/17% € RP*P. Then the pdf for Y = y(X) is

g(y) = f(z(y)) - abs|J]|

Proof. First g(y) = f(z(y))abs|J| > 0. Suppose x € A <= y € B. Then By the substitution of
x = z(y) in integral,

PYeB) = PXeA) =[], [f(x)dar,...dvy = [[ _p f(z(y))abs|J|dys, .. dy,
Jfyes 9)dyr, -.dy,.

Hence ¢(y) is the pdf for Y.

2. Multivariate normal distributions
(1) Definition of X ~ N(u, X).
Consider f(z;u, ¥) = W exp [—3(z — p)’S7 (z — p)], a function of x € RP with param-
eter vector u € RP and a positive definite matrix ¥ € RP*P. Clearly f(x) > 0.

By the substitution z = ¥7Y2(z — y) <= z = Y22 + p with J = % =xl/2

1 1 u 1=
z)dzy, .., dx, = exp | —=2'2 ) dz1,..dz, = / e 2dz; =1
/Rp f( ) 1 p //RP (271_);,/2 p( 9 ) 1 P Z:H]- R /2’]'['

So f(z) is a pdf. X with this pdf is called a normal vector denoted by X ~ N(u, X).

(2) Transformation
X ~ N(u, X). If A € RP*P is non-singular, then Y = AX +b~ N(Au+b, ALA")

Prof. Transformation y = Az +b <=z = A~!(y — b) has J = % =A"1
So the pdf for Y is

gly) = f(A7(y—b)A™!
= W@(p [—3(y— Ap—b)(AZA) My — Ap —b)] .

Thus Y ~ N(Ap + b, AZA).




Ex1: X ~ N(u, X).

For full row rank A there exists B such that <g € RP*P is non-singular and AXB’ = 0.

Y)Y [AX+b\ (A b L
Define (Ya> = (BX 4 c) = (B) X+ (c) By the transformation in (2),

VY [ (Ar+b) (AS4 0

Y, Bu+e¢)'\ 0 BB
By the pdf in (1), fv.v, (¥, ¥a) = f(y) - 9(ya) where f(y) is pdf for N(Au + b, AXA’) and
9(ya) is the pdf for N(Bu + ¢, BEB').

3. Marginal distributions and conditional distributions

(1)

Definitions

X is a random vector. X; contains some of the components of X, and X;; contains the rest
components.

The distribution of X7, disregarding X;; at all, is a marginal distribution of X. Distribution of
X7, knowing that X;; is fixed at s, is the conditional distribution of X; given X;; = xy;.

For simplicity assume X = < ))(( I > where X; € RF.
1

Marginal pdf
g(xr) = [[pp-r f(21,..,2p)dTpy1, ..., dzp is the marginal pdf of X7.
Pf: First g(z1,...,zx) > 0. Secondly, for X; € A,

P(X[ € A) = P(X[ €A X5 € Rp_k) = ffxleAxIleRpfk f(xlw-yxp) dzxy,..,dz,

= lren [[erscmoe S@1wp) dugi, o day| do, . doy
= fffL’IGA g(x1, ..., k) daq, ..., dxg.

So g(x) is the pdf for X;.
Conditional pdf

The conditional pdf of X7 given Xrr = 217 is fx,|x,,=a,(21) = frzir)

T fxgp (o)
Explanation: At fixed X; = x7, to get the value for the pdf of X;, we collected pdf values at
all points of X ;. But if Xy is fixed at X;; = 27, the only value available is f(xr,zrr).

Therefore initially f(xy,x;I) treated as a function of z; can be regarded as the pdf of X;
while X;; is fixed at 7. But it is not a pdf since [[p,. f(xr, zr7)dxy, .dry # 1. % is

II
proportional to f(zr,xss), and it is a pdf.

Ex2: Improvement to transformation in (2)of 2.
X ~ N(u, X). If A has full row rank, then Y = AX +b~ N(Au+b, ASA’.

Proof. In Ex1, we obtained the pdf for (;:) The pdf for Y is

/ /R P vl = [ / o 1)) = 11(0)

But fi(y) is the pdf for N(Ap + b, AXA"). SoY = AX + B~ N(Au+b, ASA").
Ex3: Marginal distributions for N(u, ¥) can be obtained by the transformations in Ex2. For

X1 H1 of o012 o3
example with | Xo | ~ NV po |, | o21 02 o093 , Xo = (0,1,0)X ~ N(uz, 03) and
X3 H3 031 032 Ug

X1 _ 1 0 0 H1 O'% 013
()= (oo 2)-(() (5



L02: Parameters of multivariate distributions

1. Conditional distribution for normal vectors

(1) Recall

Y fy (y)
fy (y) is the marginal pdf for y.

(ii) For X ~ N(u, X), AX +b~ N(Ap+ b, AXA’) for full row rank A

N(
X M1 Y1 Yo _ -1
(2) For (Y) ~ N ((/iz) , (2321 2)), let X110 =311 — 2123255 Yoy
Then X|(Y =y) ~ N (p1 + Z122221(1‘1 — p2), S11.2)

Z _ X — 2122221Y _ 1 —2122;21 X M1 — 2112;21M2 211,2 0
Proof. (Y) = ( Y =\o I Y N L2 ’ 0 Yoo

and Y = (0, ) (é) ~ N (2, Sa2).

(i) For (X> with pdf f(z, y), the conditional pdf of X given Y =y is fx,(z) = @y where

By examining the pdfs we see fzy (z,y) = fi1(2)f2(y) where
f1(z) is the pdf for N (,ul 2112;21u2, Y11 2) and fa(y) is the pdf for N(ua2, Xa2).

So fZ|Y:y(Z) = f;;/y(?(;) fl(f?(f;) v — fl( ) Thus Z|y ~ N ([1,1 — 21222_21[},2, 211.2).

Hence Z + £1155,y|Y =y ~ N (11 + 211555 (y — p2), S11.2) Therefore
Xy ~ N (p1+ 211555 (y — p2), S11.2)

EX].: Y|(X = {,C) ~ N (/1,2 — Engfll(m — ,ul), 222‘1) where 2221 = 222 — 2212;11212

2. Expectation matrices

(1) Definition

X € RP is a random vector with joint pdf f(z1,..,zp), and G(X) = (g4(X)),,,, 15 a matrix
valued function of X. Define the expectation of G(X) by E[G(X)] = (E[gi(X)]),,x, Where
Elgi;(X)] = [[rp 9(@1, s 2p) f21, .00y ) dy s ..oy diy.

(2) Property of the operator E( )
E(-) is a linear operator, i.e., E[AG(X)B+ CH(X)D + K] = AE|G(X)|B+ CE[H(X)|D + K

(3) Computation for E|g;;(Xk+1,..., Xp)]

Elgij(Xes1, - Xp)] = [[p 9(@rsg1, s xp) f(21, 0 2p)dy, . day,
= fprfk g(zk-i-lv "'793[7) [fka f(xh "'71'P) dxlv ey dzk] dxk-‘rla ey dxp

= fpr—k g($k+17 i3} xp) f(Xk+1,..,X )(xk+17 ceey ‘rp) dxk+17 ceeey dxp

Ex2: XX' = (X;X;)pxp is a random matrix. E(XX') = (E(X;X})),,,, where

Xp

(X X = ffRP le]-f(xlv . axp) dxlv . 7dxp = ffRz I’ijf(Xi,Xj)(xia x])dxzdx]
3. Mean, variance, covariance and correlation coefficient

(1) Mean for X € R?
The mean of random vector X € RP is y = E(X) € RP.
The mean of X is regarded as the center of the values of X since E(X — u) =0
(2) Covariance matrix
The covariance matrix for random vectors X € RP and Y € R? with joint distributions is

Cov(X, Y) E{X - E(X)][Y — E(Y)']

= E{XY'-X[EQY)] - [E(X)Y'+ [EX)][E®Y)]}
= E(XY') - EX)[E®Y)].



Let py = E(X) € R and pu, = E(Y) € R?. Then Cov(X, Y) is a p x ¢ matrix. The element on
the ¢th row and jth column is

Bl(Xi = p ) (Vs = ;)] = E(XY) = BE(X3) E(Y) = cov(X;, Y))

Thus Cov(X, Y) = (cov(X;, Y;))

pXq’

Variance-covariance for X € RP
For random vector X € RP with E(X) = u,
Cov(X, X) = B[(X — u)(X — p)'] = B(XX") — ju = (cov(X;, X)), .

With ¢ = j, cov(X;, X;) = var(X;). Thus the matrix is called the variance-covariance matrix or
covariance matrix for X, and is often denoted by Cov(X) = X.

E(X) = p and Cov(X) = X are two important parameter vector and matrix for X and is often
given using the form X ~ (u, X).

The variance matrix for X is V, = diag(var(Xy),...var(X,)). With ¥ = Cov(X), V, is often
denoted as diag(X).

Correlation matrix
For random vectors X € RP and Y € R? with joint distributions, the correlation matrix

i), e

p(X,Y) =V, 2Cov(X,Y)V, 1/ = <

where p(X;, Y;) is the correlation of X; and Y.
p(X) = p(X, X) (p(Xi, X;))
p(Xi, Xi) =
Operator Cov(~, ).
COV(AXI + BX[I + a, CY] + DY[[ + B)

= ACOV(AXI7 Y])Cl + ACOV(AXI7 Y][)D/ + BCOV()(]]7 Y])Cl + BCov Xy, Y]])D/
Parameters for normal distributions
X~Np )= X~ (g, X).

Ex3: pl07 2.30 (j)

PXp’

4 30 2 2
X X x@ 3 01 1 0

(1 — (1 (2 — (3 - ~ - -
X <X2>7 X <X4>7 X (X(Z)) (Na E)a w 21 Yz 2 1 9 _9
1 2 0 -2 4

1

With A= (1,2) and B = (2

‘f) find Cov(AX(W), BX®),

Method I: AXM = X; +2X, and BX® = X5 =2X4) ¥ 5o
2X5 — X,

X3 —2X
(1) (2) 3 4
Cov (AX , BX ) = Cov (Xl + 2X2, <2X3 X4)>

(COV X1+2X2, X3—2X4) COV(X1+2X2, 2X3—X4))
= (1><2—2><2+2><1—4><0 2><2—1><2+4><1—2><0)

Method II: AX™ = (A, 0)X and BX® = (0, B)X. Then

Cov(AX1M, BX®) = Cov((4, 0)X, (0, B)X) = (4, 0)% (g,)z(o, 6)



