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#### Abstract

This paper provides series expansions for fractional Brownian motions on the unit ball and the unit sphere by means of ultraspherical polynomials and spherical harmonics. It establishes the property of strong local nondeterminism of isotropic Gaussian random fields on the unit sphere and that of fractional and bifractional Brownian motions on the unit ball and the unit sphere.
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1. Introduction. The objectives of this paper are to introduce the definitions and to investigate the properties of the fractional Brownian motion and the related Gaussian random fields on the unit ball $\mathbf{B}^{d}=\left\{\mathbf{x} \in \mathbf{R}^{d}:\|\mathbf{x}\| \leqslant 1\right\}$, whose covariance functions depend only on a distance function on $\mathbf{B}^{d}$, where $\|\mathbf{x}\|$ is the Euclidean norm in $\mathbf{R}^{d}$. As observed in [20], few theoretical or computational results in the literature deal with a scalar or vector random field on $\mathbf{B}^{d}$, which may have potential applications in many areas, such as medical imaging, atmospheric sciences, geophysics, and solar physics. In the recent work [20], a class of second-order vector random fields on $\mathbf{B}^{d}$ is introduced, whose direct/cross covariance functions are invariant or isotropic with respect to the distance on $\mathbf{B}^{d}$. Investigations of scalar and vector random fields on the unit sphere $\mathbf{S}^{d}=\left\{\mathbf{x} \in \mathbf{R}^{d+1}:\|\mathbf{x}\|=1\right\}$ can be found in [2], [5], [7], [13], [15], [16], [17], [18], [21], [24], [25], [26], [27], [36], [37], [38], among others. In the present paper, we are also interested in series expansions of a fractional Brownian motion on $\mathbf{S}^{d}$, and we establish the strong local nondeterminism property of isotropic Gaussian random fields on $\mathbf{S}^{d}$ and of fractional and bifractional Brownian motions on $\mathbf{S}^{d}$.

The distance function $\rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ on $\mathbf{B}^{d}$ adopted in the present paper is defined by (see [4], [8])

$$
\begin{equation*}
\rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\arccos \left(\mathbf{x}_{1}^{\prime} \mathbf{x}_{2}+\sqrt{1-\left\|\mathbf{x}_{1}\right\|^{2}} \sqrt{1-\left\|\mathbf{x}_{2}\right\|^{2}}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d} \tag{1.1}
\end{equation*}
$$

where $\mathbf{x}_{1}^{\prime} \mathbf{x}_{2}$ is the inner product in $\mathbf{R}^{d}$. Evidently, $0 \leqslant \rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \leqslant \pi$. This distance function is deduced from the geodesic distance on the hemisphere $\mathbf{S}_{+}^{d}=\left\{\mathbf{x} \in \mathbf{R}^{d+1}\right.$ : $\left.\|\mathbf{x}\|=1, x_{d+1} \geqslant 0\right\}$ of $\mathbf{R}^{d+1}$ by the bijection

$$
\mathbf{B}^{d} \ni \mathbf{x} \mapsto \widetilde{\mathbf{x}}=\left(\mathbf{x}^{\prime}, \sqrt{1-\|\mathbf{x}\|^{2}}\right)^{\prime} \in \mathbf{S}_{+}^{d},
$$

and hence it is a true distance on $\mathbf{B}^{d}$. It takes into account the difference between the points inside the ball, as well as those near the boundary, and the Euclidean distance.

[^0]Moreover, $\left(\mathbf{B}^{d}, \rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right)$ is a metric space. For two points $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ on $\mathbf{S}^{d}$, their spherical (angular, or geodesic) distance, denoted by $\vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$, is the distance between $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ on the largest circle on $\mathbf{S}^{d}$ that passes through them; more precisely,

$$
\begin{equation*}
\vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\arccos \left(\mathbf{x}_{1}^{\prime} \mathbf{x}_{2}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{S}^{d} \tag{1.2}
\end{equation*}
$$

Clearly, $0 \leqslant \vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \leqslant \pi$, and $\left(\mathbf{S}^{d}, \vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right)$ is also a metric space.
The primary interest of this paper is second-order random fields with the index set $\mathbf{B}^{d}$, whose covariance functions are merely functions of $\rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ for $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d}$. One of our motivating questions is as follows: Does a Brownian motion $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{B}^{d}\right\}$ exist, whose covariance function is of the form

$$
\begin{equation*}
\operatorname{cov}\left(Z\left(\mathbf{x}_{1}\right), Z\left(\mathbf{x}_{2}\right)\right)=\rho\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\rho\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d} \tag{1.3}
\end{equation*}
$$

where $\mathbf{x}_{0} \in \mathbf{B}^{d}$ is a fixed point? In the late 1940s Paul Lévy first introduced the notion of a Brownian motion indexed by a metric space, but its existence is questionable, unless the distance function is conditionally negative definite on the metric space [3]. A positive answer to the above question is provided in section 3, where a random field on $\mathbf{B}^{d}$ is constructed via a series expansion in ultraspherical polynomials. Moreover, it leads us to propose the definitions of fractional, bifractional, trifractional, and quadrifractional Brownian motions on $\mathbf{B}^{d}[22]$, [23]. We call $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{B}^{d}\right\}$ a fractional Brownian motion if it is a centered Gaussian random field with covariance function

$$
\begin{equation*}
\operatorname{cov}\left(Z\left(\mathbf{x}_{1}\right), Z\left(\mathbf{x}_{2}\right)\right)=\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\rho^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d} \tag{1.4}
\end{equation*}
$$

where $\nu$ is a positive constant and $\mathbf{x}_{0} \in \mathbf{B}^{d}$ is a given point. Such a fractional Brownian motion exists on $\mathbf{B}^{d}$ if and only if $\nu \in(0,1]$, which is explained in section 3. Series expansions of the fractional Brownian motion on the real line can been found in [6], [9], [10], [11], among others, and central and noncentral limit theorems are derived in [17] for the first Minkowski functional of the fractional Brownian motion on $\mathbf{S}^{2}$.

A centered Gaussian random field $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{B}^{d}\right\}$ is called a bifractional Brownian motion if its covariance function is of the form

$$
\begin{align*}
& \operatorname{cov}\left(Z\left(\mathbf{x}_{1}\right), Z\left(\mathbf{x}_{2}\right)\right) \\
& \quad=\left(\rho^{\nu \kappa}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\rho^{\nu \kappa}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)\right)^{1 / \kappa}-\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d}, \tag{1.5}
\end{align*}
$$

where $\nu$ and $\kappa$ are certain positive constants and $\mathbf{x}_{0} \in \mathbf{B}^{d}$ is a given point. Clearly, (1.5) contains (1.4) as a special case. The existence of a bifractional Brownian motion on the Euclidean space and the unit sphere are addressed in, for instance, [19] and [23].

Section 3 also derives series expansions of a fractional Brownian motion on $\mathbf{B}^{d}$. Similar series expansions are established in section 4 for the fractional Brownian motion on $\mathbf{S}^{d}$, while a special case $d=2$ is dealt with in [13].

In the Euclidean setting, the notion of strong local nondeterminism plays an important role in the derivation of a number of characterizations for sample trajectories [29], [31], [33], [34]. Section 5 establishes the strong local nondeterminism property for a large class of isotropic Gaussian random fields on $\mathbf{S}^{d}$ and for fractional and bifractional Brownian motions on $\mathbf{S}^{d}$ and $\mathbf{B}^{d}$, while the particular case of $d=2$ is treated in [14] and [15].

Some preliminary results are presented in section 2, and all proofs are given in section 6.
2. Preliminary results. This section contains some basic properties of ultraspherical or Gegenbauer's polynomials [30] and spherical harmonics [1]. In addition, we also present four lemmas, of which the first three are essential for building series expansions of fractional Brownian motions on $\mathbf{B}^{d}$ and $\mathbf{S}^{d}$, and the last one is helpful in the proof of Theorem 6.

For $\lambda>0$, the ultraspherical polynomials, $P_{n}^{(\lambda)}(x), x \in \mathbf{R}, n \in \mathbf{N}_{0}$, can be defined via the recurrence formula

$$
\begin{gathered}
P_{0}^{(\lambda)}(x) \equiv 1, \quad P_{1}^{(\lambda)}(x)=2 \lambda x \\
P_{n}^{(\lambda)}(x)=\frac{2(\lambda+n-1) x P_{n-1}^{(\lambda)}(x)-(2 \lambda+n-2) P_{n-2}^{(\lambda)}(x)}{n}, \quad n \geqslant 2,
\end{gathered}
$$

where $\mathbf{N}_{0}$ stands for the set of nonnegative integers. These polynomials are the coefficients of $u^{n}$ in the power series expansion of the function $\left(1-2 u x+u^{2}\right)^{-\lambda}$, i.e.,

$$
\begin{equation*}
\left(1-2 u x+u^{2}\right)^{-\lambda}=\sum_{n=0}^{\infty} u^{n} P_{n}^{(\lambda)}(x), \quad x \in \mathbf{R}, \quad|u|<1, \tag{2.1}
\end{equation*}
$$

and satisfy the differential equation

$$
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-(2 \lambda+1) x \frac{d y}{d x}+n(2 \lambda+n) y=0
$$

moreover, they are orthogonal with respect to the weight function $\left(1-x^{2}\right)^{\lambda-1 / 2}$ in the sense that

$$
\begin{aligned}
& \int_{-1}^{1} P_{i}^{(\lambda)}(x) P_{j}^{(\lambda)}(x)\left(1-x^{2}\right)^{\lambda-1 / 2} d x \\
&= \begin{cases}\frac{\pi 2^{1-2 \lambda} \Gamma(i+2 \lambda)}{i!(\lambda+i)(\Gamma(\lambda))^{2}}=\frac{\pi 2^{1-2 \lambda} \Gamma(2 \lambda)}{(\lambda+i)(\Gamma(\lambda))^{2}} P_{i}^{(\lambda)}(1), & i=j \\
0, & i \neq j\end{cases}
\end{aligned}
$$

In the particular case $\lambda=1 / 2, P_{n}^{(1 / 2)}(x)=P_{n}(x)\left(n \in \mathbf{N}_{0}\right)$ are the Legendre polynomials; if $\lambda=1$, then $P_{n}^{(1)}(\cos \vartheta)=(\sin \vartheta)^{-1} \sin ((n+1) \vartheta)$, $n \in \mathbf{N}_{0}$. The functions $P_{2 n}^{(\lambda)}(x)$ and $P_{2 n+1}^{(\lambda)}(x)$ are even and odd, respectively. Moreover, $P_{n}^{(\lambda)}(x)$ is bounded in magnitude on $[-1,1]$ by $P_{n}^{(\lambda)}(1)=(\Gamma(n+1) \Gamma(2 \lambda))^{-1} \Gamma(n+2 \lambda)$, and ${ }^{1}$ $P_{n}^{(\lambda)}(1) \sim(\Gamma(2 \lambda))^{-1} n^{2 \lambda-1}$.

With the help of the Gram-Schmidt orthogonalization, it is possible to choose $c_{n, d}=(n!(d-1)!)^{-1}(2 n+d-1)(n+d-2)!$ spherical harmonics of degree $n$ in $d+1$ variables that are orthonormal with respect to the invariant measure on $\mathbf{S}^{d}$ [1]. To be precise, denote the members of this orthonormal basis by $S_{n j}(\mathbf{x})$, for $\mathbf{x} \in \mathbf{S}^{d}$, $j=1, \ldots, c_{n, d}$. They satisfy $\int_{\mathbf{S}^{d}} S_{n j}(\mathbf{x}) S_{k l}(\mathbf{x}) d \sigma(\mathbf{x})=\delta_{n k} \delta_{j l}$, where $\sigma$ represents the invariant measure on $\mathbf{S}^{d}$ and $\delta_{n k}$ is the Kronecker delta function. The spherical harmonics are related to the ultraspherical polynomials via the identity

$$
\begin{equation*}
\sum_{j=1}^{c_{n, d}} S_{n, j}\left(\mathbf{x}_{1}\right) S_{n, j}\left(\mathbf{x}_{2}\right)=\frac{c_{n, d}}{\omega_{d}} \frac{P_{n}^{((d-1) / 2)}\left(\mathbf{x}_{1}^{\prime} \mathbf{x}_{2}\right)}{P_{n}^{((d-1) / 2)}(1)}, \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{S}^{d} \tag{2.2}
\end{equation*}
$$

where $\omega_{d}=(\Gamma((d+1) / 2))^{-1} 2 \pi^{(d+1) / 2}$ is the surface area of $\mathbf{S}^{d}$; see, for instance, Theorem 9.6.3 of [1].

[^1]As shown in [30], any continuous function $g(\vartheta)$ on $[0, \pi]$ can be expanded in ultraspherical polynomials,

$$
g(\vartheta)=\sum_{n=0}^{\infty} b_{n}^{((d-1) / 2)}(g) \frac{P_{n}^{((d-1) / 2)}(\cos \vartheta)}{P_{n}^{((d-1) / 2)}(1)}, \quad \vartheta \in[0, \pi]
$$

where

$$
\begin{aligned}
b_{n}^{((d-1) / 2)}(g)= & \frac{(2 n+d-1) 2^{d-3} \Gamma^{2}((d-1) / 2)}{\pi \Gamma(d-1)} \\
& \quad \times \int_{0}^{\pi} g(\vartheta) P_{n}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta, \quad n \in \mathbf{N}_{0}
\end{aligned}
$$

In Lemmas 2 and 3 that follow, we derive such expansions for an exponential function and a power function, respectively. This enables us to build series expansions of fractional Brownian motions on $\mathbf{B}^{d}$ and $\mathbf{S}^{d}$ in later sections. The proof of Lemma 2 is based on the following useful lemma, which is interesting in itself as well.

Lemma 1. Let $g(\vartheta)$ be a continuous function on $[0, \pi]$.
(i) The following equality holds:

$$
\begin{align*}
d \cdot b_{n}^{((d+1) / 2)}(g)= & \frac{(n+d-1)(n+d)}{2 n+d-1} b_{n}^{((d-1) / 2)}(g) \\
& \quad-\frac{(n+1)(n+2)}{2 n+d+3} b_{n+2}^{((d-1) / 2)}(g), \quad n \in \mathbf{N}_{0} \tag{2.3}
\end{align*}
$$

(ii) If $g(\vartheta)$ has a continuous second-order derivative on $[0, \pi]$, then

$$
\begin{align*}
d \cdot b_{n}^{((d+1) / 2)}\left(-g^{\prime \prime}\right)= & \frac{(n+d-1)(n+d)}{2 n+d-1} n^{2} b_{n}^{((d-1) / 2)}(g) \\
& -\frac{(n+1)(n+2)}{2 n+d+3}(n+d+1)^{2} b_{n+2}^{((d-1) / 2)}(g), \quad n \in \mathbf{N}_{0} \tag{2.4}
\end{align*}
$$

Lemma 2. For a positive constant $\lambda$,

$$
\begin{equation*}
\exp (-\lambda \vartheta)=\sum_{n=0}^{\infty} b_{n} \frac{P_{n}^{((d-1) / 2)}(\cos \vartheta)}{P_{n}^{((d-1) / 2)}(1)} \tag{2.5}
\end{equation*}
$$

where, for odd d,

$$
\begin{align*}
b_{n}= & \frac{(2 n+d-1) \Gamma(n+d-1) \Gamma(d / 2+1)}{n!\sqrt{\pi} \Gamma((d+1) / 2)} \lambda\left(1-(-1)^{n} e^{-\lambda \pi}\right) \\
& \times \prod_{k=0}^{(d-1) / 2}\left\{(n+2 k)^{2}+\lambda^{2}\right\}^{-1}, \quad n \in \mathbf{N}_{0} \tag{2.6}
\end{align*}
$$

and, for even d,
(2.7) $\quad b_{n}=\frac{(2 n+d-1) \Gamma(n+d-1)}{n!\sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)}\left(1+(-1)^{n} e^{-\lambda \pi}\right) h_{n}, \quad n \in \mathbf{N}_{0}$,
with

$$
h_{n}= \begin{cases}\prod_{k=0}^{d / 2}\left((2 k+1)^{2}+\lambda^{2}\right)^{-1}, & n=0, \\ \prod_{k=0}^{d / 2}\left((2 k+2)^{2}+\lambda^{2}\right)^{-1}, & n=1, \\ \frac{\prod_{k=0}^{j-1}\left((2 k)^{2}+\lambda^{2}\right)}{\prod_{k=0}^{j-1+d / 2}\left((2 k+1)^{2}+\lambda^{2}\right)}, & n=2 j, j \geqslant 1, \\ \frac{\prod_{k=0}^{j-1}\left((2 k+1)^{2}+\lambda^{2}\right)}{\prod_{k=0}^{j-1+d / 2}\left((2 k+2)^{2}+\lambda^{2}\right)}, & n=2 j+1, j \geqslant 1 .\end{cases}
$$

It is known that the following Legendre polynomial expansion holds for $\vartheta \in[0, \pi]$ :

$$
\begin{equation*}
\vartheta=\frac{\pi}{2} \sum_{n=1}^{\infty} \frac{4 n-1}{(2 n-1)^{2}}\left(\frac{(2 n-1)!!}{(2 n)!!}\right)^{2}\left(1-P_{2 n-1}(\cos \vartheta)\right) ; \tag{2.8}
\end{equation*}
$$

see, for instance, formula 8.925 of [12]. Moreover, it also possesses an ultraspherical polynomial expansion given in the following lemma for $d \geqslant 2$. Let $\mathbf{N}$ be the set of positive integers.

Lemma 3. (i) For $d \geqslant 2$,

$$
\begin{equation*}
\vartheta=\sum_{n=1}^{\infty} b_{2 n-1}\left(1-\frac{P_{2 n-1}^{((d-1) / 2)}(\cos \vartheta)}{P_{2 n-1}^{((d-1) / 2)}(1)}\right), \quad \vartheta \in[0, \pi] \tag{2.9}
\end{equation*}
$$

where

$$
\begin{align*}
b_{2 n-1}= & \frac{(d-1)(\Gamma((d-1) / 2))^{2}}{2 \pi \Gamma(d-1)} \frac{4 n+d-3}{(2 n-1)^{2}} \\
& \times \frac{\Gamma(2 n+d-2)}{\Gamma(2 n)}\left(\frac{\Gamma(n+1 / 2)}{\Gamma(n+d / 2)}\right)^{2}, \quad n \in \mathbf{N}, \tag{2.10}
\end{align*}
$$

and

$$
\begin{equation*}
b_{2 n-1} \sim \frac{(d-1)(\Gamma((d-1) / 2))^{2}}{2 \pi \Gamma(d-1)} n^{-2}, \quad n \rightarrow \infty \tag{2.11}
\end{equation*}
$$

(ii) If $\nu \in(0,1)$, then

$$
\begin{equation*}
\vartheta^{\nu}=\sum_{n=1}^{\infty} b_{n}\left(1-\frac{P_{n}^{((d-1) / 2)}(\cos \vartheta)}{P_{n}^{((d-1) / 2)}(1)}\right), \quad \vartheta \in[0, \pi], \tag{2.12}
\end{equation*}
$$

where the series on the right-hand side converges uniformly on $[0, \pi]$,

$$
\begin{align*}
b_{n}= & -\frac{(2 n+d-1)(\Gamma((d-1) / 2))^{2}}{\pi 2^{3-d} \Gamma(d-1)} \\
& \times \int_{0}^{\pi} \vartheta^{\nu} P_{n}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta, \quad n \in \mathbf{N} \tag{2.13}
\end{align*}
$$

with $b_{n}>0(n \in \mathbf{N})$, and

$$
\begin{equation*}
b_{n} \sim \frac{2^{\nu} \nu \Gamma((\nu+d) / 2)}{\Gamma(1-\nu / 2) \Gamma(d / 2)} n^{-1-\nu}, \quad n \rightarrow \infty \tag{2.14}
\end{equation*}
$$

In a particular case of $d=2$, an incorrect rate of $b_{n}$ was proposed in [13], as pointed out in [14]. It differs from (2.14).

Lemma 4. For a constant $\varepsilon \in(0, \pi]$,

$$
\left\{\max \left(1-\frac{\vartheta}{\varepsilon}, 0\right)\right\}^{d}=\sum_{n=0}^{\infty} b_{n}^{((d-1) / 2)} \frac{P_{n}^{((d-1) / 2)}(\cos \vartheta)}{P_{n}^{((d-1) / 2)}(1)}, \quad \vartheta \in[0, \pi]
$$

where $\left\{b_{n}^{((d-1) / 2)}, n \in \mathbf{N}_{0}\right\}$ is a sequence of nonnegative constants satisfying

$$
\begin{equation*}
b_{n}^{((d-1) / 2)} \leqslant \frac{\beta_{0} \varepsilon}{(1+n \varepsilon)^{2}}, \quad n \in \mathbf{N}_{0} \tag{2.15}
\end{equation*}
$$

for some positive constant $\beta_{0}$ that is invariant of $n$ and $\varepsilon$.
3. Series expansions of fractional Brownian motions on the ball. Based on Lemma 3, this section formulates a random field on $\mathbf{B}^{d}$ via an infinite series expansion, whose covariance function is the same as (1.4). It implies that the distance function (1.1) is indeed a conditionally negative definite function on $\mathbf{B}^{d}$, which confirms the existence of a (fractional) Brownian motion on $\mathbf{B}^{d}$ and enables us to introduce scalar or vector multifractional Brownian motions and related random fields such as those in [23]. We also establish series expansions of a fractional Brownian motion on $\mathbf{B}^{d}$ via Lemma 3 and identity (2.2).

In what follows, $d$ is assumed to be at least 2 . Let

$$
\begin{equation*}
\alpha_{n}=\left(\frac{2 n+d-1}{d-1}\right)^{1 / 2}, \quad n \in \mathbf{N}_{0} \tag{3.1}
\end{equation*}
$$

which relates $c_{n, d}$ and $P_{n}^{((d-1) / 2)}(1)$ as follows: $c_{n, d}=\alpha_{n}^{2} P_{n}^{((d-1) / 2)}(1)$. For a point $\mathbf{x} \in \mathbf{B}^{d}$, we use $\widetilde{\mathbf{x}}=\left(\mathbf{x}^{\prime}, \sqrt{1-\|\mathbf{x}\|^{2}}\right)^{\prime}$ to denote the associated point on $\mathbf{S}_{+}^{d}$ or $\mathbf{S}^{d}$.

THEOREM 1. Suppose that $\left\{V_{n}, n \in \mathbf{N}\right\}$ is a sequence of independent random variables (r.v.'s) with mean 0 and variance $\operatorname{var}\left(V_{n}\right)=\alpha_{n}^{2}$, and which is independent of $a(d+1)$-variate random vector $\mathbf{U}$ uniformly distributed on $\mathbf{S}^{d}$. Let $\mathbf{x}_{0} \in \mathbf{B}^{d}$ be a fixed point.
(i) For $b_{2 n-1}$, as given in (2.10),

$$
\begin{align*}
Z(\mathbf{x})=\sum_{n=1}^{\infty} & \left(\frac{b_{2 n-1}}{P_{2 n-1}^{((d-1) / 2)}(1)}\right)^{1 / 2} \\
& \times V_{2 n-1}\left(P_{2 n-1}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}^{\prime} \mathbf{U}\right)-P_{2 n-1}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right), \quad \mathbf{x} \in \mathbf{B}^{d} \tag{3.2}
\end{align*}
$$

is a second-order random field on $\mathbf{B}^{d}$, its mean function is identical to 0 , its covariance function is the same as (1.3), and its variogram is $\rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$.
(ii) For a positive constant $\nu \in(0,1)$ and $b_{n}$, as given in $(2.13)$,

$$
\begin{align*}
Z(\mathbf{x})=\sum_{n=1}^{\infty} & \left(\frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)}\right)^{1 / 2} \\
& \times V_{n}\left(P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}^{\prime} \mathbf{U}\right)-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right), \quad \mathbf{x} \in \mathbf{B}^{d} \tag{3.3}
\end{align*}
$$

is a second-order random field on $\mathbf{B}^{d}$, its mean function is identical to 0 , its covariance function is the same as (1.4), and its variogram is $\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$.

The random terms in the series (3.2) and (3.3) are uncorrelated, i.e.,

$$
\begin{aligned}
& \operatorname{cov} V_{n}\left(P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{1}^{\prime} \mathbf{U}\right)-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right) \\
& \left.\quad V_{l}\left(P_{l}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{2}^{\prime} \mathbf{U}\right)-P_{l}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right)\right)=0, \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d}, \quad n \neq l
\end{aligned}
$$

It is interesting to observe that (3.2) just contains odd terms, which implies that its covariance function is not strictly positive definite.

Recall that a function $g\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{D}$, is said to be conditionally negative definite if $g(\mathbf{x}, \mathbf{x}) \equiv 0, \mathbf{x} \in \mathbf{D}$, and if the inequality

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} g\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \leqslant 0 \tag{3.4}
\end{equation*}
$$

holds for every $n \in \mathbf{N}$, any $\mathbf{x}_{k} \in \mathbf{D}$, and any $a_{k} \in \mathbf{R}(k=1, \ldots, n)$ subject to $\sum_{k=1}^{n} a_{k}=0$. It is well known that the Euclidean distance and $\ell_{1}$-distance are conditionally negative definite functions in $\mathbf{R}^{d}$, as so is the spherical distance on $\mathbf{S}^{d}$. Theorem 1 implies the conditional negative definiteness of the distance function (1.1) and ensures the existence of a fractional Brownian motion on the ball. Moreover, it enables us, using the general results of [23], to generate vector multifractional Brownian motion and many other elliptically contoured random fields on $\mathbf{B}^{d}$, whose direct and cross covariance functions depend on $\rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$.

Theorem 2. Let $\nu$ and $\kappa$ be positive constants and $\mathbf{x}_{0} \in \mathbf{B}^{d}$ be a fixed point.
(i) For the distance function $\rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ defined by (1.1), $\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is conditionally negative definite on $\mathbf{B}^{d}$ if and only if $0<\nu \leqslant 1$.
(ii) There exists a fractional Brownian motion $\left\{B(\mathbf{x}), \mathbf{x} \in \mathbf{B}^{d}\right\}$ with covariance function given by (1.4) if and only if $0<\nu \leqslant 1$.
(iii) For a given $\nu \in(0,1]$, if $\kappa \geqslant 1$ and $\nu \kappa \leqslant 1$, then there exists a bifractional Brownian motion with covariance function given by (1.5). In this case, (1.4) is equal to the sum of (1.5) and the covariance function of a trifractional Brownian motion,

$$
\begin{equation*}
\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\rho^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\left(\rho^{\nu \kappa}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\rho^{\nu \kappa}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)\right)^{1 / \kappa}, \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d} \tag{3.5}
\end{equation*}
$$

(iv) For a given $\nu \in(0,1]$, if $1 / 2 \leqslant \kappa \leqslant 1$, then there exists a bifractional Brownian motion with covariance function given by (1.5), which is the same as the sum of (1.4) and the covariance function of a quadrifractional Brownian motion,

$$
\begin{equation*}
\left(\rho^{\nu \kappa}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\rho^{\nu \kappa}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)\right)^{1 / \kappa}-\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)-\rho^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d} \tag{3.6}
\end{equation*}
$$

Note that if $\nu \in(0,1)$ and $\kappa \in(0,1 / 2)$, then (1.5) is no longer positive definite, and no bifractional Brownian motion exists on $\mathbf{B}^{d}$. To see this, denote the right-hand side of (1.5) by $C\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$. Let $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ be two points on $\mathbf{B}^{d}$ such that $\rho\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=$ $\rho\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\rho\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)$. Let $\delta=\rho\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right) / \rho\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)$. Since $\nu \kappa<1$ and $\nu>2 \nu \kappa$, we obtain

$$
\begin{aligned}
\lim _{\delta \rightarrow 0} & \frac{C\left(\mathbf{x}_{1}, \mathbf{x}_{1}\right) C\left(\mathbf{x}_{2}, \mathbf{x}_{2}\right)-C^{2}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)}{\rho^{2 \nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right) \delta^{2 \nu \kappa}} \\
& =\lim _{\delta \rightarrow 0} \frac{\delta^{\nu}\left(2^{1 / \kappa}-1\right)^{2}-\left(\left(1+\delta^{\nu \kappa}\right)^{1 / \kappa}-(1+\delta)^{\nu}\right)^{2}}{\delta^{2 \nu \kappa}} \\
& =-\lim _{\delta \rightarrow 0} \frac{\left(\left(1+\delta^{\nu \kappa}\right)^{1 / \kappa}-(1+\delta)^{\nu}\right)^{2}}{\delta^{2 \nu \kappa}}=-\frac{1}{\kappa^{2}}<0
\end{aligned}
$$

which violates the Cauchy-Schwarz inequality for a covariance function.

Since $b_{n}=O\left(n^{-1-\nu}\right)$ as (2.14) releases, the series in (3.3) converges in mean square. The advantage of (3.3) is its simple form for simulation, although it is not a Gaussian random field. Nevertheless, a fractional Brownian motion or a Gaussian random field with covariance function (1.4) on $\mathbf{B}^{d}$ may be simulated via spherical harmonics as described in the following theorem.

Theorem 3. Suppose that $\left\{V_{n j}, n \in \mathbf{N}, j=1, \ldots, c_{n, d}\right\}$ is a sequence of independent normal r.v.'s with mean 0 and variance $\operatorname{var}\left(V_{n j}\right)=\omega_{d} \alpha_{n}^{-2}$, and that $\mathbf{x}_{0} \in \mathbf{B}^{d}$ is a fixed point.
(i) A Brownian motion $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{B}^{d}\right\}$ possesses a series expansion

$$
\begin{equation*}
Z(\mathbf{x})=\sum_{n=1}^{\infty}\left(\frac{b_{2 n-1}}{P_{2 n-1}^{((d-1) / 2)}(1)}\right)^{1 / 2} \sum_{j=1}^{c_{2 n-1, d}} V_{2 n-1, j}\left\{S_{2 n-1, j}(\widetilde{\mathbf{x}})-S_{2 n-1, j}\left(\widetilde{\mathbf{x}}_{0}\right)\right\}, \quad \mathbf{x} \in \mathbf{B}^{d} \tag{3.7}
\end{equation*}
$$

with covariance function (1.3), where $\left\{b_{2 n-1}, n \in \mathbf{N}\right\}$ is given as in (2.10).
(ii) For $\nu \in(0,1)$, a fractional Brownian motion $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{B}^{d}\right\}$ with covariance function (1.4) possesses a series expansion

$$
\begin{equation*}
Z(\mathbf{x})=\sum_{n=1}^{\infty}\left(\frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)}\right)^{1 / 2} \sum_{j=1}^{c_{n, d}} V_{n j}\left\{S_{n j}(\widetilde{\mathbf{x}})-S_{n j}\left(\widetilde{\mathbf{x}}_{0}\right)\right\}, \quad \mathbf{x} \in \mathbf{B}^{d} \tag{3.8}
\end{equation*}
$$

where $\left\{b_{n}, n \in \mathbf{N}\right\}$ is given as in (2.13).
The random terms in (3.7) and (3.8) are uncorrelated. In contrast to (3.3), the expansion (3.8) contains $c_{n, d}$-terms at the level $n$, so that its use for simulation would be relatively inefficient.
4. Series expansions of spherical fractional Brownian motion. In this section, we derive two types of series expansions of a fractional Brownian motion on $\mathbf{S}^{d}(d \geqslant 2)$, one of which is based on ultraspherical polynomials and the other on spherical harmonics, analogously to those on $\mathbf{B}^{d}$ in section 3.

Theorem 4. Assume that $\left\{V_{n}, n \in \mathbf{N}\right\}$ is a sequence of independent r.v.'s with mean 0 and variance $\operatorname{var}\left(V_{n}\right)=\alpha_{n}^{2}$ and is independent of a $(d+1)$-variate random vector $\mathbf{U}$ uniformly distributed on $\mathbf{S}^{d}$, that $\mathbf{x}_{0} \in \mathbf{S}^{d}$ is a fixed point, and that $\alpha_{n}$ is given as in (3.1).
(i) With $b_{2 n-1}$, as given in (2.10),
$Z(\mathbf{x})=\sum_{n=1}^{\infty}\left(\frac{b_{2 n-1}}{P_{2 n-1}^{((d-1) / 2)}(1)}\right)^{1 / 2} V_{2 n-1}\left(P_{2 n-1}^{((d-1) / 2)}\left(\mathbf{x}^{\prime} \mathbf{U}\right)-P_{2 n-1}^{((d-1) / 2)}\left(\mathbf{x}_{0}^{\prime} \mathbf{U}\right)\right), \quad \mathbf{x} \in \mathbf{S}^{d}$,
is a second-order random field on $\mathbf{S}^{d}$, its mean function is identical to 0 , its covariance function is $\vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\vartheta\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$, and its variogram is $\vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$.
(ii) For $\nu \in(0,1)$ and $b_{n}$, as given in (2.13),

$$
\begin{equation*}
Z(\mathbf{x})=\sum_{n=1}^{\infty}\left(\frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)}\right)^{1 / 2} V_{n}\left(P_{n}^{((d-1) / 2)}\left(\mathbf{x}^{\prime} \mathbf{U}\right)-P_{n}^{((d-1) / 2)}\left(\mathbf{x}_{0}^{\prime} \mathbf{U}\right)\right), \quad \mathbf{x} \in \mathbf{S}^{d} \tag{4.2}
\end{equation*}
$$

is a second-order random field on $\mathbf{S}^{d}$, its mean function is identical to 0 , its covariance function is $\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\vartheta^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$, and its variogram is $\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$.

Theorem 5. Suppose that $\left\{V_{n j}, n \in \mathbf{N}, j=1, \ldots, c_{n, d}\right\}$ is a sequence of independent normal r.v.'s with mean 0 and variance $\operatorname{var}\left(V_{n j}\right)=\omega_{d} \alpha_{n}^{-2}$, and that $\mathbf{x}_{0} \in \mathbf{S}^{d}$ is a fixed point.
(i) A spherical Brownian motion $\left\{Z(\mathbf{x}), x \in \mathbf{S}^{d}\right\}$ possesses a series expansion

$$
\begin{align*}
Z(\mathbf{x})= & \sum_{n=1}^{\infty}\left(\frac{b_{2 n-1}}{P_{2 n-1}^{((d-1) / 2)}(1)}\right)^{1 / 2} \\
& \times \sum_{j=1}^{c_{2 n-1, d}} V_{2 n-1, j}\left(S_{2 n-1, j}(\mathbf{x})-S_{2 n-1, j}\left(\mathbf{x}_{0}\right)\right), \quad \mathbf{x} \in \mathbf{S}^{d} \tag{4.3}
\end{align*}
$$

with covariance function $\vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\vartheta\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$, where $b_{2 n-1}$ is given as in (2.10).
(ii) For $\nu \in(0,1)$, a spherical fractional Brownian motion $\left\{Z(\mathbf{x}), x \in \mathbf{S}^{d}\right\}$, whose covariance function is $\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\vartheta^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$, possesses a series expansion

$$
\begin{equation*}
Z(\mathbf{x})=\sum_{n=1}^{\infty}\left(\frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)}\right)^{1 / 2} \sum_{j=1}^{c_{n, d}} V_{n j}\left(S_{n j}(\mathbf{x})-S_{n j}\left(\mathbf{x}_{0}\right)\right), \quad \mathbf{x} \in \mathbf{S}^{d} \tag{4.4}
\end{equation*}
$$

where $b_{n}$ is as given in (2.13).
Expressions (4.3) and (4.4) are similar in spirit to the expansions of the spherical fractional Brownian motions introduced in [13], as the former can be equivalently written as

$$
\begin{equation*}
Z(\mathbf{x})=\sum_{n=1}^{\infty}\left(\frac{b_{2 n-1} \omega_{d}}{c_{2 n-1, d}}\right)^{1 / 2} \sum_{j=1}^{c_{2 n-1, d}} \epsilon_{2 n-1, j}\left(S_{2 n-1, j}(\mathbf{x})-S_{2 n-1, j}\left(\mathbf{x}_{0}\right)\right) \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
Z(\mathbf{x})=\sum_{n=1}^{\infty}\left(\frac{b_{n} \omega_{d}}{c_{n, d}}\right)^{1 / 2} \sum_{j=1}^{c_{n, d}} \epsilon_{n j}\left(S_{n j}(\mathbf{x})-S_{n j}\left(\mathbf{x}_{0}\right)\right) \tag{4.6}
\end{equation*}
$$

respectively, where $\left\{\epsilon_{n j}, n \in \mathbf{N}, j=1, \ldots, c_{n, d}\right\}$ is a sequence of independent standard normal r.v.'s. Strictly speaking, however, expansions (4.3) and (4.4) (or (4.5) and (4.6)) are not usual Karhunen-Loève expansions in the sense that $\left\{S_{n j}(\mathbf{x})-S_{n j}\left(\mathbf{x}_{0}\right)\right.$, $\left.n \in \mathbf{N}, j=1, \ldots, c_{n, d}\right\}$ is not a subset of an orthonormal basis, i.e.,

$$
\begin{aligned}
\int_{\mathbf{S}^{d}} & \left(S_{k i}(\mathbf{x})-S_{k i}\left(\mathbf{x}_{0}\right)\right)\left(S_{n j}(\mathbf{x})-S_{n j}\left(\mathbf{x}_{0}\right)\right) d \sigma(\mathbf{x}) \\
& = \begin{cases}S_{k i}\left(\mathbf{x}_{0}\right) S_{n j}\left(\mathbf{x}_{0}\right) \omega_{d} & \text { if } k \neq n, \text { or } k=n, i \neq j \\
1+\left(S_{n j}\left(\mathbf{x}_{0}\right)\right)^{2} \omega_{d} & \text { if } k=n, i=j\end{cases}
\end{aligned}
$$

Nevertheless, $V_{n j}$ can be recovered from (4.4) as follows:

$$
\int_{\mathbf{S}^{d}} Z(\mathbf{x}) S_{n j}(\mathbf{x}) d \sigma(\mathbf{x})=\left(\frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)}\right)^{1 / 2} V_{n j}
$$

It is worth noting that in the particular case of $d=2$, expansion (4.4) was given in [13], where the convergence rate of $d_{l}$ in Theorem 1 is corrected in [15]; our results, i.e., Theorem 5 and Lemma 3, provide more precise convergence rates than those in Theorem 2 of [13] for a higher dimension.
5. Strong local nondeterminism. In this section, we establish the property of strong local nondeterminism (SLND) of an isotropic Gaussian random field on $\mathbf{S}^{d}$ under certain regularity conditions, which facilitates deriving the SLND property of fractional and bifractional Brownian motions on $\mathbf{B}^{d}$ and $\mathbf{S}^{d}$ for $\nu \in(0,1)$. The existence of bifractional, trifractional, and quadrifractional Brownian motions on $\mathbf{S}^{d}$ can be confirmed in a way similar to that on $\mathbf{B}^{d}$ in Theorem 2.

Denote by $\operatorname{var}\left(Z(\mathbf{x}) \mid Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)\right)$ the conditional variance of $Z(\mathbf{x})$ given $Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)$. For a Gaussian random field $\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{D}\}$, it is known that

$$
\begin{equation*}
\operatorname{var}\left(Z(\mathbf{x}) \mid Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)\right)=\inf \mathbf{E}\left(Z(\mathbf{x})-\sum_{k=1}^{n} a_{k} Z\left(\mathbf{x}_{k}\right)\right)^{2} \tag{5.1}
\end{equation*}
$$

where the infimum is taken over all $\left(a_{1}, \ldots, a_{n}\right)^{\prime} \in \mathbf{R}^{n}$.
For an isotropic and mean square continuous Gaussian random field on $\mathbf{S}^{d}$, the SLND property is described in the following theorem, under the condition that the coefficients in the ultraspherical expansion of its covariance function fulfill inequality (5.2) below. A particular case of $d=2$ is derived in [14].

Theorem 6. Suppose that $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$ is an isotropic and mean square continuous Gaussian random field with mean 0 and covariance function

$$
\operatorname{cov}\left(Z\left(\mathbf{x}_{1}\right), Z\left(\mathbf{x}_{2}\right)\right)=\sum_{l=0}^{\infty} b_{l} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}, \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{S}^{d}
$$

where $\left\{b_{l}, l \in \mathbf{N}_{0}\right\}$ is a summable sequence with nonnegative terms. If

$$
\begin{equation*}
b_{l}(1+l)^{1+\nu} \geqslant \beta_{1}, \quad l \in \mathbf{N}_{0}, \tag{5.2}
\end{equation*}
$$

for some constants $\beta_{1}>0$ and $\nu \in(0,2)$, then there is a positive constant $\beta$ such that the inequality

$$
\begin{equation*}
\operatorname{var}\left(Z(\mathbf{x}) \mid Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)\right) \geqslant \beta \varepsilon^{\nu} \tag{5.3}
\end{equation*}
$$

holds for every $n \in \mathbf{N}$, any $\mathbf{x} \in \mathbf{S}^{d}$, any $\mathbf{x}_{k} \in \mathbf{S}^{d}(k=1, \ldots, n)$, and any $\varepsilon \in$ $\left(0, \min _{1 \leqslant k \leqslant n} \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right]$, provided that $\min _{1 \leqslant k \leqslant n} \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)>0$.

The requirement that $\min _{1 \leqslant k \leqslant n} \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)>0$ is necessary in Theorem 6. Otherwise, if $\mathbf{x}_{1}=\mathbf{x}$, then it follows from (5.1) that $\operatorname{var}\left(Z(\mathbf{x}) \mid Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)\right)=0$ by taking $a_{1}=1$ and $a_{2}=\cdots=a_{n}=0$.

Part (i) of the next theorem contains Theorem 3.2 of [15] as a special case, where $d=2$ is considered. Part (ii) works well for a bifractional Brownian motion on $\mathbf{S}^{d}$ whose parameter $\kappa$ lies in the interval $[1 / 2,1]$, but it is not clear whether a similar result is available for other cases.

Theorem 7. Let $\nu$ and $\kappa$ be positive constants, $0<\nu<1,1 / 2 \leqslant \kappa \leqslant 1$, and let $\mathbf{x}_{0} \in \mathbf{S}^{d}$ be a fixed point.
(i) If $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$ is a fractional Brownian motion with covariance function $\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\vartheta^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$, then there exists a positive constant $\beta$ depending only on $\nu$ such that

$$
\begin{equation*}
\operatorname{var}\left(Z(\mathbf{x}) \mid Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)\right) \geqslant \beta \varepsilon^{\nu} \tag{5.4}
\end{equation*}
$$

for every $n \in \mathbf{N}$, any $\mathbf{x} \in \mathbf{S}^{d}$, any $\mathbf{x}_{k} \in \mathbf{S}^{d}(k=1, \ldots, n)$ with $\min _{0 \leqslant k \leqslant n} \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)>0$, and any $\varepsilon \in\left(0, \min _{0 \leqslant k \leqslant n} \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right]$.
(ii) If $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$ is a bifractional Brownian motion with covariance function

$$
\left(\vartheta^{\nu \kappa}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\vartheta^{\nu \kappa}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)\right)^{1 / \kappa}-\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{S}^{d}
$$

then inequality (5.4) holds for every $n \in \mathbf{N}$, any $\mathbf{x} \in \mathbf{S}^{d}$, any $\mathbf{x}_{k} \in \mathbf{S}^{d}(k=1, \ldots, n)$ with $\min _{0 \leqslant k \leqslant n} \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)>0$, and any $\varepsilon \in\left(0, \min _{0 \leqslant k \leqslant n} \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right]$.

The SLND property similar to Theorem 6 can be derived for an isotropic and mean square Gaussian random field on $\mathbf{B}^{d}$ whose covariance function is given by equation (8) of [20], despite the fact that the general form of all isotropic covariance functions on $\mathbf{B}^{d}$ is not known. With the help of Theorem 7, we are able to establish the SLND property in the following theorem for a fractional Brownian motion and a bifractional Brownian motion on $\mathbf{B}^{d}$.

THEOREM 8. Let $\nu$ and $\kappa$ be positive constants, $0<\nu<1,1 / 2 \leqslant \kappa \leqslant 1$, and let $\mathbf{x}_{0} \in \mathbf{B}^{d}$ be a fixed point.
(i) For a fractional Brownian motion $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{B}^{d}\right\}$ with covariance function (1.4), there exists a positive constant $\beta$ depending only on $\nu$ such that

$$
\begin{equation*}
\operatorname{var}\left(Z(\mathbf{x}) \mid Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)\right) \geqslant \beta \varepsilon^{\nu} \tag{5.5}
\end{equation*}
$$

for every $n \in \mathbf{N}$, any $\mathbf{x} \in \mathbf{B}^{d}$, any $\mathbf{x}_{k} \in \mathbf{B}^{d}(k=1, \ldots, n)$ with $\min _{0 \leqslant k \leqslant n} \rho\left(\mathbf{x}, \mathbf{x}_{k}\right)>0$, and any $\varepsilon \in\left(0, \min _{0 \leqslant k \leqslant n} \rho\left(\mathbf{x}, \mathbf{x}_{k}\right)\right]$.
(ii) For a bifractional Brownian motion $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{B}^{d}\right\}$ with covariance function (1.5), inequality (5.5) holds for every $n \in \mathbf{N}$, any $\mathbf{x} \in \mathbf{B}^{d}$, any $\mathbf{x}_{k} \in \mathbf{B}^{d}$ $(k=1, \ldots, n)$ with $\min _{0 \leqslant k \leqslant n} \rho\left(\mathbf{x}, \mathbf{x}_{k}\right)>0$, and any $\varepsilon \in\left(0, \min _{0 \leqslant k \leqslant n} \rho\left(\mathbf{x}, \mathbf{x}_{k}\right)\right]$.

## 6. Proofs.

6.1. Proof of Lemma 1. (i) Identity (2.3) follows directly from formula (18.9.8) of [28].
(ii) Formula (18.9.20) of [28] implies that

$$
\frac{d}{d \vartheta}\left(P_{n-1}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d} \vartheta\right)=\frac{n(n+d-1)}{d-1} P_{n}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta, \quad \vartheta \in[0, \pi]
$$

Using the last equation and integrating by parts, we obtain

$$
\begin{align*}
& n(n+d-1) \int_{0}^{\pi} g(\vartheta) P_{n}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta \\
&=-(d-1) \int_{0}^{\pi} g^{\prime}(\vartheta) P_{n-1}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d} \vartheta d \vartheta \tag{6.1}
\end{align*}
$$

and

$$
\begin{gathered}
(n+2)(n+d+1) \int_{0}^{\pi} g(\vartheta) P_{n+2}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta \\
=-(d-1) \int_{0}^{\pi} g^{\prime}(\vartheta) P_{n+1}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d} \vartheta d \vartheta
\end{gathered}
$$

Taking the difference between the last two equations, and using formula (4.7.29) of [30], we obtain

$$
\begin{aligned}
&(n+2)(n+d+1) \int_{0}^{\pi} g(\vartheta) P_{n+2}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta \\
& \quad-n(n+d-1) \int_{0}^{\pi} g(\vartheta) P_{n}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta \\
&=-(d-1) \int_{0}^{\pi} g^{\prime}(\vartheta)\left(P_{n+1}^{((d+1) / 2)}(\cos \vartheta)-P_{n-1}^{((d+1) / 2)}(\cos \vartheta)\right) \sin ^{d} \vartheta d \vartheta \\
&=-(2 n+d+1) \int_{0}^{\pi} g^{\prime}(\vartheta) P_{n+1}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d} \vartheta d \vartheta \\
&=-\frac{(2 n+d+1)(d-1)}{(n+1)(n+d)} \int_{0}^{\pi} g^{\prime}(\vartheta) \sin \vartheta d\left(P_{n}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d} \vartheta\right) \\
&= \frac{(2 n+d+1)(d-1)}{(n+1)(n+d)} \int_{0}^{\pi} g^{\prime \prime}(\vartheta) P_{n}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d+1} \vartheta d \vartheta \\
&+\frac{(2 n+d+1)(d-1)}{(n+1)(n+d)} \int_{0}^{\pi} g^{\prime}(\vartheta) \cos \vartheta P_{n}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d} \vartheta d \vartheta \\
&= \frac{(2 n+d+1)(d-1)}{(n+1)(n+d)} \int_{0}^{\pi} g^{\prime \prime}(\vartheta) P_{n}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d+1} \vartheta d \vartheta \\
&+\frac{(d-1)}{(n+1)(n+d)}\left((n+1) \int_{0}^{\pi} g^{\prime}(\vartheta) P_{n+1}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d} \vartheta d \vartheta\right. \\
&\left.\quad+(n+d) \int_{0}^{\pi} g^{\prime}(\vartheta) P_{n-1}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d} \vartheta d \vartheta\right) \\
&= \frac{(2 n+d+1)(d-1)}{(n+1)(n+d)} \int_{0}^{\pi} g^{\prime \prime}(\vartheta) P_{n}^{((d+1) / 2)}(\cos \vartheta) \sin ^{d+1} \vartheta d \vartheta \\
& \quad-\frac{(n+2)(n+d+1)}{n+d} \int_{0}^{\pi} g(\vartheta) P_{n+2}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta \\
&-\frac{n(n+d-1)}{n+1} \int_{0}^{\pi} g(\vartheta) P_{n}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta
\end{aligned}
$$

where the last equality is secured by (6.1), and the fifth equation is derived from formula (4.7.17) of [30]. This proves (2.4).
6.2. Proof of Lemma 2. For $g(\vartheta)=e^{-\lambda \vartheta}$, comparing the left-hand sides of (2.3) and (2.4), we get

$$
\frac{b_{n+2}^{((d-1) / 2)}\left(e^{-\lambda \vartheta}\right)}{b_{n}^{((d-1) / 2)}\left(e^{-\lambda \vartheta}\right)}=\frac{2 n+d+3}{2 n+d-1} \frac{(n+d-1)(n+d)}{(n+1)(n+2)} \frac{n^{2}+\lambda^{2}}{(n+d+1)^{2}+\lambda^{2}}
$$

For odd $d$,

$$
\begin{aligned}
& b_{0}^{((d-1) / 2)}\left(e^{-\lambda \vartheta}\right)=\frac{\Gamma(d)}{\sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)} \lambda\left(1-e^{-\lambda \pi}\right) \prod_{k=0}^{(d-1) / 2}\left((2 k)^{2}+\lambda^{2}\right)^{-1} \\
& b_{1}^{((d-1) / 2)}\left(e^{-\lambda \vartheta}\right)=\frac{(d+1) \Gamma(d)}{\sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)} \lambda\left(1+e^{-\lambda \pi}\right) \prod_{k=0}^{(d-1) / 2}\left((2 k+1)^{2}+\lambda^{2}\right)^{-1}
\end{aligned}
$$

and, by induction on $n$, we obtain (2.6). For even $d$,

$$
\begin{aligned}
& b_{0}^{((d-1) / 2)}\left(e^{-\lambda \vartheta}\right)=\frac{\Gamma(d)}{\sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)}\left(1+e^{-\lambda \pi}\right) \prod_{k=0}^{d / 2-1}\left((2 k+1)^{2}+\lambda^{2}\right)^{-1} \\
& b_{1}^{((d-1) / 2)}\left(e^{-\lambda \vartheta}\right)=\frac{(d+1) \Gamma(d)}{\sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)}\left(1-e^{-\lambda \pi}\right) \prod_{k=0}^{d / 2-1}\left((2 k+2)^{2}+\lambda^{2}\right)^{-1}
\end{aligned}
$$

Now (2.7) follows by induction on $n$.
6.3. Proof of Lemma 3. (i) Double factorials of even and odd numbers are related to the Gamma function by the identities

$$
(2 n)!!=2^{n} \Gamma(n+1) \quad \text { and } \quad(2 n-1)!!=\frac{2^{n} \Gamma(n+1 / 2)}{\sqrt{\pi}}
$$

respectively, and so Lemma 4 of [24] reads

$$
\int_{0}^{\pi} \vartheta P_{2 n-1}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta=-\frac{(d-1) 2^{2-d}(2 n+d-3)!}{(2 n-1)!(2 n-1)^{2}}\left(\frac{\Gamma(n+1 / 2)}{\Gamma(n+d / 2)}\right)^{2}
$$

and

$$
\int_{0}^{\pi} \vartheta P_{2 n}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta d \vartheta=0, \quad n \in \mathbf{N}
$$

As a result, $b_{2 n}=0$ and

$$
\begin{aligned}
b_{2 n-1} & =\frac{(d-1)(\Gamma((d-1) / 2))^{2}}{2 \pi \Gamma(d-1)} \frac{4 n+d-3}{(2 n-1)^{2}} \frac{\Gamma(2 n+d-2)}{\Gamma(2 n)}\left(\frac{\Gamma(n+1 / 2)}{\Gamma(n+d / 2)}\right)^{2} \\
& \sim \frac{(d-1)(\Gamma((d-1) / 2))^{2}}{2 \pi \Gamma(d-1)} n^{-2}, \quad n \rightarrow \infty
\end{aligned}
$$

where the last asymptotic result follows from the fact that

$$
\lim _{x \rightarrow \infty} \frac{\Gamma(x+\lambda)}{x^{\lambda} \Gamma(x)}=1
$$

for $\lambda>0$; see, for instance, formula 8.328 .1 of [12].
(ii) In this proof we denote the term $b_{n}$ in (2.13) by $b_{n}^{((d-1) / 2)}$ to indicate the dependence on $d$. We employ the following identity for $\nu \in(0,1)$ :

$$
\begin{equation*}
\vartheta^{\nu}=\frac{\nu}{\Gamma(1-\nu)} \int_{0}^{\infty}\left(1-e^{-u \vartheta}\right) u^{-\nu-1} d u, \quad \vartheta \geqslant 0 \tag{6.2}
\end{equation*}
$$

Since $e^{-u \vartheta}$ is an isotropic covariance function on $\mathbf{S}^{d}$, we have $b_{n}^{((d-1) / 2)}>0(n \in \mathbf{N})$. Next we prove (2.14). If $d$ is odd, then, by Lemma 2,
$b_{n}^{((d-1) / 2)}\left(e^{-\lambda \vartheta}\right) \sim \frac{2}{\sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)} \lambda\left(1-(-1)^{n} e^{-\lambda \pi}\right) \frac{n^{d-1}}{\left(n^{2}+\lambda^{2}\right)^{(d+1) / 2}}, \quad n \rightarrow \infty$,
and so, by identity (6.2),

$$
b_{n}^{((d-1) / 2)} \sim A_{n}-(-1)^{n} B_{n}
$$

where

$$
\begin{aligned}
A_{n} & =\frac{2 \nu}{\Gamma(1-\nu) \sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)} \int_{0}^{\infty} u^{-\nu} \frac{n^{d-1}}{\left(n^{2}+u^{2}\right)^{(d+1) / 2}} d u \\
& =\frac{2 \nu}{\Gamma(1-\nu) \sqrt{\pi} n^{1+\nu}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)} \int_{0}^{\infty} \frac{d x}{\left(1+x^{2}\right)^{(d+1) / 2} x^{\nu}} \\
& =\frac{2^{\nu} \nu \Gamma((\nu+d) / 2)}{n^{1+\nu} \Gamma(1-\nu / 2) \Gamma(d / 2)}, \\
B_{n} & =\frac{2 \nu}{\Gamma(1-\nu) \sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)} \int_{0}^{\infty} u^{-\nu} e^{-u \pi} \frac{n^{d-1}}{\left(n^{2}+u^{2}\right)^{(d+1) / 2}} d u \\
& \sim \frac{2 \nu}{n^{2} \Gamma(1-\nu) \sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)} \int_{0}^{\infty} u^{-\nu} e^{-u \pi} d u \\
& =\frac{2 \nu}{n^{2} \sqrt{\pi}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)} \pi^{\nu-1} \quad \text { for large } n .
\end{aligned}
$$

Since $A_{n}$ is dominant over $B_{n}$ for large $n$, Lemma 3(ii) is proved for an odd $d$.
If $d$ is even, then $d+1$ is odd, and we use the following version of formula (4.10.29) of [30]:

$$
P_{n}^{((d-1) / 2)}(\cos \vartheta) \sin ^{d-1} \vartheta=\sum_{k=0}^{\infty} \phi_{k, n} P_{n+2 k}^{(d / 2)}(\cos \vartheta) \sin ^{2 d} \vartheta,
$$

where

$$
\phi_{k, n}=\frac{4(d-1) \Gamma(n+2 d-2)(n+2 k+d)(n+2 k)!}{n!\Gamma(n+2 k+2 d)}, \quad k \in \mathbf{N}_{0}, \quad n \in \mathbf{N}_{0}
$$

It follows that

$$
b_{n}^{((d-1) / 2)}=\sum_{k=0}^{\infty} \frac{\phi_{k, n} P_{n+2 k}^{(d / 2)}(1)}{P_{n}^{((d-2) / 2)}(1)} b_{n+2 k}^{(d / 2)} .
$$

Notice that, for even $d$, the number $d+1$ is odd, and in this case (2.14) is proved. So, we have

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} b_{n}^{((d-1) / 2)} n^{\nu+1}=\lim _{n \rightarrow \infty} \sum_{k=0}^{\infty} \frac{\phi_{k, n} P_{n+2 k}^{(d / 2)}(1)}{P_{n}^{((d-2) / 2)}(1)} b_{n+2 k}^{(d / 2)} n^{\nu+1} \\
& =\frac{2^{\nu} \nu \Gamma((\nu+d+1) / 2)}{\Gamma(1-\nu / 2) \Gamma((d+1) / 2)} \lim _{n \rightarrow \infty} \sum_{k=0}^{\infty} \frac{\phi_{k, n} P_{n+2 k}^{(d / 2)}(1)}{P_{n}^{((d-2) / 2)}(1)} \frac{n^{\nu+1}}{(n+2 k)^{\nu+1}} \\
& =\frac{2^{\nu} \nu \Gamma((\nu+d+1) / 2)}{\Gamma(1-\nu / 2) \Gamma((d+1) / 2)} \lim _{n \rightarrow \infty} \sum_{k=0}^{\infty} \frac{2 n^{d+\nu}}{(n+2 k)^{d+\nu}(n+k)^{1 / 2}} \frac{\Gamma((d+1) / 2)}{\Gamma(d / 2)} \frac{\Gamma(k+1 / 2)}{\Gamma(1 / 2) k!} \\
& =\frac{2^{\nu} \nu \Gamma((\nu+d+1) / 2)}{\Gamma(1-\nu / 2) \Gamma(d / 2) \Gamma(1 / 2)} \lim _{n \rightarrow \infty} \sum_{k=0}^{\infty} \frac{2 n^{d+\nu}}{(n+2 k)^{d+\nu}((n+k) k)^{1 / 2}} \\
& =\frac{2^{\nu} \nu \Gamma((\nu+d+1) / 2)}{\Gamma(1-\nu / 2) \Gamma(d / 2) \Gamma(1 / 2)} \int_{0}^{\infty} \frac{2 d x}{(1+2 x)^{d+\nu}\left(x+x^{2}\right)^{1 / 2}} \\
& =\frac{2^{\nu} \nu \Gamma((\nu+d+1) / 2)}{\Gamma(1-\nu / 2) \Gamma(d / 2) \Gamma(1 / 2)} \int_{0}^{\infty} \frac{d y}{(1+y)^{(d+\nu+1) / 2} y^{1 / 2}} \\
& =\frac{2^{\nu} \nu \Gamma((\nu+d) / 2)}{\Gamma(1-\nu / 2) \Gamma(d / 2)},
\end{aligned}
$$

where in the derivation of the fourth equality we approximate $\Gamma(k+1 / 2) / k$ ! by $k^{-1 / 2}$ because for $k>\sqrt{n}$ the relative error is $O\left(n^{-1 / 2}\right)$, while the contribution of the terms with $k \leqslant \sqrt{n}$ in the summation or, equivalently, in the integral, is $O\left(n^{-1 / 4}\right)$.
6.4. Proof of Lemma 4. For odd $d(d=2 k+1$, say $)$ by Theorem 5 of [21], there exists $\xi \in[n, n+d-1]$ such that

$$
b_{n}^{((d-1) / 2)}=\frac{(2 n+d-1) \Gamma(n+d-1)}{n!\Gamma(d / 2) \sqrt{\pi}} g(\xi)
$$

where

$$
\begin{aligned}
g(x) & =\left(-\frac{d}{2 x d x}\right)^{k} \int_{0}^{\pi}\left(1-\frac{u}{\varepsilon}\right)_{+}^{d} \cos (x u) d u \\
& =\varepsilon^{d}\left(-\frac{d}{2 t d t}\right)^{k} \int_{0}^{1}(1-y)^{d} \cos (t y) d y
\end{aligned}
$$

and the last equality is obtained by making a transform in which $t=\varepsilon x$. A direct evaluation shows that

$$
\int_{0}^{1}(1-y)^{d} \cos (t y) d y=\sum_{i=0}^{k} \frac{(-1)^{i} d!}{(d-2 i-1)!t^{2 i+2}}-(-1)^{k} \frac{d!}{t^{d+1}} \cos t
$$

and, subsequently,

$$
\left(-\frac{d}{2 t d t}\right)^{k} \int_{0}^{1}(1-y)^{d} \cos (t y) d y=\frac{k!d}{t^{d+1}}+O\left(\frac{1}{t^{d+3}}\right)+O\left(\frac{d!}{t^{d+1}(2 t)^{k}}\right)=O\left(\frac{1}{t^{d+1}}\right)
$$

Noticing that $\xi \in[n, n+d-1]$, we have

$$
b_{n}^{((d-1) / 2)}=O\left(n^{d-1}\right) \varepsilon^{d} O\left((n \varepsilon)^{-(d+1)}\right)=\varepsilon O\left((n \varepsilon)^{-2}\right)
$$

For even $d$, we can show similarly that $b_{n}^{(d / 2)}=\varepsilon O\left((n \varepsilon)^{-2}\right)$. Notice that, for any continuous function $g(x)$ on $[0, \pi]$ and $\nu>0$, the associated $b_{n}^{((d-1) / 2)}(g)$ satisfies

$$
\limsup _{n \rightarrow \infty}\left|b_{n}^{((d-1) / 2)}(g)\right| n^{\nu+1} \leqslant \frac{\Gamma((\nu+d) / 2) \Gamma((d+1) / 2)}{\Gamma((\nu+d+1) / 2) \Gamma(d / 2)} \limsup _{n \rightarrow \infty}\left|b_{n}^{(d / 2)}(g)\right| n^{\nu+1}
$$

Substituting $\nu=1$ we get $b_{n}^{((d-1) / 2)}=\varepsilon O\left((n \varepsilon)^{-2}\right)$ for even $d$. As a result, inequality (2.15) is obtained for a $\beta_{0}>0$.
6.5. Proof of Theorem 1. We give a proof of part (ii) only, while part (i) can be derived similarly.

Since the positive series $\sum_{n=1}^{\infty} b_{n}$ is convergent by Lemma 3(ii), the series on the right-hand side of (3.3) converges in mean square. Indeed, for $\mathbf{x} \in \mathbf{B}^{d}$ and $n_{k} \in \mathbf{N}$
( $k=1,2$ ), we have

$$
\begin{aligned}
& \mathbf{E}\left[\sum_{n=n_{1}}^{n_{1}+n_{2}}\left(\frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)}\right)^{1 / 2} V_{n}\left(P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}^{\prime} \mathbf{U}\right)-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right)\right]^{2} \\
& =\sum_{n=n_{1}}^{n_{1}+n_{2}} \sum_{l=n_{1}}^{n_{1}+n_{2}}\left(\frac{b_{n} b_{l}}{P_{n}^{((d-1) / 2)}(1) P_{l}^{((d-1) / 2)}(1)}\right)^{1 / 2} \mathbf{E}\left(V_{n} V_{l}\right) \\
& \quad \times \mathbf{E}\left[\left(P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}^{\prime} \mathbf{U}\right)-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right)\right. \\
& \left.\quad \times\left(P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}^{\prime} \mathbf{U}\right)-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right)\right] \\
& =\sum_{n=n_{1}}^{n_{1}+n_{2}} \frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)} \alpha_{n}^{2} \operatorname{var}\left(P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}^{\prime} \mathbf{U}\right)-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right) \\
& =\sum_{n=n_{1}}^{n_{1}+n_{2}} b_{n}\left(1-\frac{P_{n}^{((d-1) / 2)}\left(\cos \rho\left(\mathbf{x}, \mathbf{x}_{0}\right)\right)}{P_{n}^{((d-1) / 2)}(1)}\right) \rightarrow 0, \quad n_{1} \rightarrow \infty, \quad n_{2} \rightarrow \infty,
\end{aligned}
$$

where the second equality follows from the independence assumption between $\mathbf{U}$ and $\left\{V_{n}, n \in \mathbf{N}\right\}$, the third equality is secured by Lemma 2 of [25], and the last one is a consequence of Lemma 3(ii).

It follows from Lemma 2 of [25] that $\mathbf{E} Z(\mathbf{x})=0$, and, from (1.1) and (2.12), we obtain

$$
\begin{aligned}
\operatorname{cov}( & \left.Z\left(\mathbf{x}_{1}\right), Z\left(\mathbf{x}_{2}\right)\right) \\
= & \sum_{n=1}^{\infty} \frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)} \mathbf{E}\left(V_{n}^{2}\right) \mathbf{E}\left\{\left(P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{1}^{\prime} \mathbf{U}\right)-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right)\right. \\
& \left.\quad \times\left(P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{2}^{\prime} \mathbf{U}\right)-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \mathbf{U}\right)\right)\right\} \\
= & \sum_{n=1}^{\infty} \frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)}\left\{P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{1}^{\prime} \widetilde{\mathbf{x}}_{2}\right)-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \widetilde{\mathbf{x}}_{1}\right)\right. \\
& \left.\quad-P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{0}^{\prime} \widetilde{\mathbf{x}}_{2}\right)+P_{n}^{((d-1) / 2)}(1)\right\} \\
= & \rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\rho^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d} .
\end{aligned}
$$

Moreover, the variogram of $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{B}^{d}\right\}$ is

$$
\begin{aligned}
\frac{1}{2} \operatorname{var}\left(Z\left(\mathbf{x}_{1}\right)-Z\left(\mathbf{x}_{2}\right)\right) & =\frac{1}{2}\left\{\operatorname{var}\left(Z\left(\mathbf{x}_{1}\right)\right)+\operatorname{var}\left(Z\left(\mathbf{x}_{2}\right)\right)-2 \operatorname{cov}\left(Z\left(\mathbf{x}_{1}\right), Z\left(\mathbf{x}_{2}\right)\right)\right\} \\
& =\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d}
\end{aligned}
$$

6.6. Proof of Theorem 2. (i) Since $\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is the variogram of the random field (3.2) or (3.3) on $\mathbf{B}^{d}$, it has to be conditionally negative definite for a constant $\nu \in(0,1]$.

To show that $\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is conditionally negative definite on $\mathbf{B}^{d}$ if and only if $\nu \in(0,1]$, it suffices to provide a counterexample that violates inequality (3.4) if $\nu>1$.

Let $n=4$. For $d \geqslant 2$, we take the following four points on $\mathbf{B}^{d}$ :

$$
\begin{array}{ll}
\mathbf{x}_{1}=(1,0,0, \ldots, 0)^{\prime}, & \mathbf{x}_{2}=(0,1,0, \ldots, 0)^{\prime} \\
\mathbf{x}_{3}=(-1,0,0, \ldots, 0)^{\prime}, & \mathbf{x}_{4}=(0,-1,0, \ldots, 0)^{\prime}
\end{array}
$$

We have

$$
\begin{gathered}
\arccos \left(\widetilde{\mathbf{x}}_{1}^{\prime} \widetilde{\mathbf{x}}_{2}\right)=\arccos \left(\widetilde{\mathbf{x}}_{1}^{\prime} \widetilde{\mathbf{x}}_{4}\right)=\arccos \left(\widetilde{\mathbf{x}}_{2}^{\prime} \widetilde{\mathbf{x}}_{3}\right)=\arccos \left(\widetilde{\mathbf{x}}_{3}^{\prime} \widetilde{\mathbf{x}}_{4}\right)=\arccos 0=s \frac{\pi}{2} \\
\arccos \left(\widetilde{\mathbf{x}}_{1}^{\prime} \widetilde{\mathbf{x}}_{3}\right)=\arccos \left(\widetilde{\mathbf{x}}_{2}^{\prime} \widetilde{\mathbf{x}}_{4}\right)=\arccos (-1)=\pi
\end{gathered}
$$

For $a_{4}=-a_{1}-a_{2}-a_{3}$,

$$
\begin{aligned}
-\frac{1}{2} \sum_{i=1}^{4} & \sum_{j=1}^{4} a_{i} a_{j} \rho^{\nu}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=a_{1}^{2} \rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{4}\right)+a_{2}^{2} \rho^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{4}\right)+a_{3}^{2} \rho^{\nu}\left(\mathbf{x}_{3}, \mathbf{x}_{4}\right) \\
& +a_{1} a_{2}\left(\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{4}\right)+\rho^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{4}\right)-\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right) \\
& +a_{1} a_{3}\left(\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{4}\right)+\rho^{\nu}\left(\mathbf{x}_{3}, \mathbf{x}_{4}\right)-\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right)\right) \\
& +a_{2} a_{3}\left(\rho^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{4}\right)+\rho^{\nu}\left(\mathbf{x}_{3}, \mathbf{x}_{4}\right)-\rho^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right)\right) \\
= & \left(\frac{\pi}{2}\right)^{\nu}\left(a_{1}^{2}+2^{\nu} a_{2}^{2}+a_{3}^{2}+2^{\nu} a_{1} a_{2}+\left(2-2^{\nu}\right) a_{1} a_{3}+2^{\nu} a_{2} a_{3}\right) \\
= & \left(\frac{\pi}{2}\right)^{\nu}\left(a_{1}, a_{2}, a_{3}\right)\left(\begin{array}{ccc}
1 & 2^{\nu-1} & 1-2^{\nu-1} \\
2^{\nu-1} & 2^{\nu} & 2^{\nu-1} \\
1-2^{\nu-1} & 2^{\nu-1} & 1
\end{array}\right)\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)
\end{aligned}
$$

Note that if $\nu>1$, then the determinant is

$$
\operatorname{det}(\mathbf{A}):=\left|\begin{array}{ccc}
1 & 2^{\nu-1} & 1-2^{\nu-1} \\
2^{\nu-1} & 2^{\nu} & 2^{\nu-1} \\
1-2^{\nu-1} & 2^{\nu-1} & 1
\end{array}\right|=2^{2 \nu}\left(1-2^{\nu-1}\right)<0 .
$$

Let $\mathbf{a}=\left(a_{1}, a_{2}, a_{3}\right)^{\prime}$ be the eigenvector that is associated with the negative eigenvalue of $\mathbf{A}$. Clearly, $\mathbf{a}^{\prime} \mathbf{A} \mathbf{a}<0$ and thus $\sum_{i=1}^{4} \sum_{j=1}^{4} a_{i} a_{j} \rho^{\nu}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)>0$, which violates inequality (3.4).
(ii) This is a consequence of part (i).
(iii) If $\nu \kappa \leqslant 1$, then $\rho^{\nu \kappa}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is a variogram on $\mathbf{B}^{d}$, by part (i). Taking $m=1$ in Corollary 2.1 of [23] we obtain the covariance function (1.5), and from Corollary 3.4 of [23] we reach the covariance function (3.5) of a trifractional Brownian motion on $\mathbf{B}^{d}$.
(iv) This follows from part (ii) and Theorem 2.2 of [22], and the latter ensures the existence of a quadrifractional Brownian motion with the covariance function (3.6).
6.7. Proof of Theorem 3. We give a proof of part (ii) only, while part (i) can be derived similarly.

According to Lemma 3(ii), the positive series $\sum_{n=1}^{\infty} b_{n}$ converges, and it implies the mean square convergence of the series on the right-hand side of (3.7). In fact, for $\mathbf{x} \in \mathbf{B}^{d}$ and $n_{k} \in \mathbf{N}(k=1,2)$, applying (2.2) and noting that $c_{n, d}=\alpha_{n}^{2} P_{n}^{((d-1) / 2)}(1)$, we obtain

$$
\begin{aligned}
& \mathbf{E}\left|\sum_{n=n_{1}}^{n_{1}+n_{2}}\left(\frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)}\right)^{1 / 2} \sum_{j=1}^{c_{n, d}} V_{n j}\left\{S_{n j}(\widetilde{\mathbf{x}})-S_{n j}\left(\widetilde{\mathbf{x}}_{0}\right)\right\}\right|^{2} \\
& \quad=\sum_{n=n_{1}}^{n_{1}+n_{2}} \frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)} \sum_{j=1}^{c_{n, d}} \operatorname{var}\left(V_{n j}\right)\left\{S_{n j}(\widetilde{\mathbf{x}})-S_{n j}\left(\widetilde{\mathbf{x}}_{0}\right)\right\}^{2} \\
& \quad=\sum_{n=n_{1}}^{n_{1}+n_{2}} \frac{b_{n} \omega_{d} \alpha_{n}^{-2}}{P_{n}^{((d-1) / 2)}(1)} \sum_{j=1}^{c_{n, d}}\left\{S_{n j}(\widetilde{\mathbf{x}})-S_{n j}\left(\widetilde{\mathbf{x}}_{0}\right)\right\}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{n=n_{1}}^{n_{1}+n_{2}} b_{n} \frac{\omega_{d} \alpha_{n}^{-2}}{P_{n}^{((d-1) / 2)}(1)} \frac{2 c_{n, d}}{\omega_{d}}\left(1-\frac{P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}^{\prime} \widetilde{\mathbf{x}}_{0}\right)}{P_{n}^{((d-1) / 2)}(1)}\right) \\
& =2 \sum_{n=n_{1}}^{n_{1}+n_{2}} b_{n}\left(1-\frac{P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}^{\prime} \widetilde{\mathbf{x}}_{0}\right)}{P_{n}^{((d-1) / 2)}(1)}\right) \rightarrow 0, \quad n_{1} \rightarrow \infty, \quad n_{2} \rightarrow \infty
\end{aligned}
$$

Let $Z(\mathbf{x})$ be the right-hand side of (3.8). Clearly, the mean function of $\{Z(\mathbf{x})$, $\left.\mathbf{x} \in \mathbf{B}^{d}\right\}$ is identically 0 , and by (2.2) its variogram is given by

$$
\begin{aligned}
\frac{1}{2} \operatorname{var}\left(Z\left(\mathbf{x}_{1}\right)-Z\left(\mathbf{x}_{2}\right)\right) & =\frac{1}{2} \sum_{n=1}^{\infty} \frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)} \sum_{j=1}^{c_{n, d}} \operatorname{var}\left(V_{n j}\right)\left\{S_{n j}\left(\widetilde{\mathbf{x}}_{1}\right)-S_{n j}\left(\widetilde{\mathbf{x}}_{2}\right)\right\}^{2} \\
& =\sum_{n=1}^{\infty} b_{n}\left(1-\frac{P_{n}^{((d-1) / 2)}\left(\widetilde{\mathbf{x}}_{1}^{\prime} \widetilde{\mathbf{x}}_{2}\right)}{P_{n}^{((d-1) / 2)}(1)}\right)=\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)
\end{aligned}
$$

its covariance function is given by

$$
\operatorname{cov}\left(Z\left(\mathbf{x}_{1}\right), Z\left(\mathbf{x}_{2}\right)\right)=\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\rho^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\rho^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{B}^{d}
$$

6.8. Proof of Theorem 4. The proof is similar to that of Theorem 1.
6.9. Proof of Theorem 5. It can be derived analogously to that of Theorem 3.
6.10. Proof of Theorem 6. Since $\beta \varepsilon^{\nu}$ increases in $\varepsilon$, we need only prove (5.3) for sufficiently small $\varepsilon$.

For the Gaussian random field $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$, in order to verify inequality (5.3), it suffices to show that there is a positive constant $\beta$ such that the inequality

$$
\begin{equation*}
\mathbf{E}\left(Z(\mathbf{x})-\sum_{k=1}^{n} a_{k} Z\left(\mathbf{x}_{k}\right)\right)^{2} \geqslant \beta \varepsilon^{\nu} \tag{6.3}
\end{equation*}
$$

holds for every $a_{k} \in \mathbf{R}(k=1, \ldots, n)$. We have

$$
\begin{aligned}
& \mathbf{E}\left(Z(\mathbf{x})-\sum_{k=1}^{n} a_{k} Z\left(\mathbf{x}_{k}\right)\right)^{2} \\
& = \\
& =C(\mathbf{x}, \mathbf{x})-2 \sum_{i=1}^{n} a_{i} C\left(\mathbf{x}, \mathbf{x}_{i}\right)+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} C\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \\
& =\sum_{l=0}^{\infty} b_{l}\left(1-\sum_{k=1}^{n} a_{k} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}\right)^{2} \\
& \\
& \quad+\sum_{l=0}^{\infty} b_{l} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j}\left(\frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}\right. \\
& \left.\quad-\frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{i}\right)\right)}{P_{l}^{((d-1) / 2)}(1)} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{j}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}\right) \\
& \geqslant
\end{aligned}
$$

where the last inequality holds, since, for every $l \in \mathbf{N}$,

$$
\begin{align*}
\sum_{i=1}^{n} & \sum_{j=1}^{n} a_{i} a_{j} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)\right)}{P_{l}^{((d-1) / 2)}(1)} \\
& \geqslant \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{i}\right)\right)}{P_{l}^{((d-1) / 2)}(1)} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{j}\right)\right)}{P_{l}^{((d-1) / 2)}(1)} \tag{6.4}
\end{align*}
$$

To verify inequality (6.4), consider an isotropic random field

$$
Y_{l}(\mathbf{y})=\alpha_{l} \frac{P_{l}^{((d-1) / 2)}\left(\mathbf{y}^{\prime} \mathbf{U}\right)}{\sqrt{P_{l}^{((d-1) / 2)}(1)}}, \quad \mathbf{y} \in \mathbf{S}^{d}
$$

where $\mathbf{U}$ is a $(d+1)$-variate random vector uniformly distributed on $\mathbf{S}^{d}$. Using Lemma 2 of [25], we see that

$$
\operatorname{cov}\left(Y_{l}\left(\mathbf{y}_{1}\right), Y_{l}\left(\mathbf{y}_{2}\right)\right)=\frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}, \quad \mathbf{y}_{1}, \mathbf{y}_{2} \in \mathbf{S}^{d}
$$

and inequality (6.4) follows from the Cauchy-Schwarz inequality

$$
\mathbf{E} Y_{l}^{2}(\mathbf{x}) \mathbf{E}\left(\sum_{i=1}^{n} a_{i} Y_{l}\left(\mathbf{x}_{i}\right)\right)^{2} \geqslant\left\{\mathbf{E}\left(Y_{l}(\mathbf{x}) \sum_{i=1}^{n} a_{i} Y_{l}\left(\mathbf{x}_{i}\right)\right)\right\}^{2}
$$

By Theorem 2.1 of [35] or Theorem 4 of [21], there exists an isotropic Gaussian random field $\left\{Y(\mathbf{y}), \mathbf{y} \in \mathbf{S}^{d}\right\}$ with a compactly supported covariance function

$$
\operatorname{cov}\left(Y\left(\mathbf{y}_{1}\right), Y\left(\mathbf{y}_{2}\right)\right)=\left\{\max \left(1-\frac{\vartheta\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)}{\varepsilon}, 0\right)\right\}^{d}, \quad \mathbf{y}_{1}, \mathbf{y}_{2} \in \mathbf{S}^{d}
$$

whose ultraspherical expansion is

$$
\left\{\max \left(1-\frac{\vartheta\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)}{\varepsilon}, 0\right)\right\}^{d}=\sum_{l=0}^{\infty} b_{l}(\varepsilon) \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}, \quad \mathbf{y}_{1}, \mathbf{y}_{2} \in \mathbf{S}^{d}
$$

where the positive series $\sum_{l=0}^{\infty} b_{l}(\varepsilon)$ converges to 1 . According to Lemma 4, there is a positive constant $\beta_{0}$ such that

$$
b_{l}(\varepsilon) \leqslant \frac{\beta_{0} \varepsilon}{(1+l \varepsilon)^{2}}, \quad l \in \mathbf{N}_{0}
$$

Consequently, it follows from (5.2) that, for $\varepsilon \leqslant 1$,

$$
\frac{b_{l}^{2}(\varepsilon)}{b_{l}} \leqslant \frac{\beta_{0}^{2} \varepsilon^{2}}{\beta_{1}} \frac{(1+l)^{1+\nu}}{(1+l \varepsilon)^{4}}=\frac{\beta_{0}^{2} \varepsilon^{-\nu+1}}{\beta_{1}} \frac{(\varepsilon+l \varepsilon)^{1+\nu}}{(1+l \varepsilon)^{4}} \leqslant \frac{\beta_{0}^{2} \varepsilon^{-\nu+1}}{\beta_{1}}(1+l \varepsilon)^{-(3-\nu)}
$$

and

$$
\begin{aligned}
\sum_{l=0}^{\infty} \frac{b_{l}^{2}(\varepsilon)}{b_{l}} & \leqslant \frac{\beta_{0}^{2} \varepsilon^{-\nu}}{\beta_{1}} \sum_{l=0}^{\infty} \frac{\varepsilon}{(1+l \varepsilon)^{3-\nu}} \leqslant \frac{\beta_{0}^{2} \varepsilon^{-\nu}}{\beta_{1}}\left(\varepsilon+\int_{0}^{\infty} \frac{d x}{(1+x)^{3-\nu}}\right) \\
& \leqslant \frac{\beta_{0}^{2} \varepsilon^{-\nu}}{\beta_{1}}\left(1+\frac{1}{2-\nu}\right)=\frac{1}{\beta \varepsilon^{\nu}}
\end{aligned}
$$

where $\beta=(2-\nu) \beta_{1} /\left((3-\nu) \beta_{0}^{2}\right)$.

Now we consider

$$
I=\sum_{l=0}^{\infty} b_{l}(\varepsilon)\left(1-\sum_{k=1}^{n} a_{k} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}\right)
$$

On the one hand, it follows from $\vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right) \geqslant \varepsilon(k=1, \ldots, n)$ that

$$
\begin{aligned}
I & =\sum_{l=0}^{\infty} b_{l}(\varepsilon)-\sum_{k=1}^{n} a_{k} \sum_{l=0}^{\infty} b_{l}(\varepsilon) \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right)}{P_{l}^{((d-1) / 2)}(1)} \\
& =1-\sum_{k=1}^{n} a_{k}\left\{\max \left(1-\frac{\vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)}{\varepsilon}, 0\right)\right\}^{d}=1 .
\end{aligned}
$$

On the other hand, an application of the Cauchy-Schwarz inequality yields that

$$
\begin{aligned}
I^{2} & =\left\{\sum_{l=0}^{\infty} \frac{b_{l}(\varepsilon)}{\sqrt{b_{l}}} \sqrt{b_{l}}\left(1-\sum_{k=1}^{n} a_{k} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}\right)\right\}^{2} \\
& \leqslant \sum_{l=0}^{\infty} \frac{b_{l}^{2}(\varepsilon)}{b_{l}} \sum_{l=0}^{\infty} b_{l}\left(1-\sum_{k=1}^{n} a_{k} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}\right)^{2} \\
& \leqslant \frac{1}{\beta \varepsilon^{2}} \sum_{l=0}^{\infty} b_{l}\left(1-\sum_{k=1}^{n} a_{k} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}\right)^{2}
\end{aligned}
$$

and, thus,

$$
\begin{aligned}
& \mathbf{E}\left(Z(\mathbf{x})-\sum_{k=1}^{n} a_{k} Z\left(\mathbf{x}_{k}\right)\right)^{2} \\
& \quad \geqslant \sum_{l=0}^{\infty} b_{l}\left(1-\sum_{k=1}^{n} a_{k} \frac{P_{l}^{((d-1) / 2)}\left(\cos \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right)}{P_{l}^{((d-1) / 2)}(1)}\right)^{2} \geqslant \beta \varepsilon^{2}
\end{aligned}
$$

6.11. Proof of Theorem 7. (i) Note that (4.4) implies $Z(\mathbf{x})=Y(\mathbf{x})-Y\left(\mathbf{x}_{0}\right)$, $\mathbf{x} \in \mathbf{S}^{d}$, where

$$
Y(\mathbf{x})=\sum_{n=0}^{\infty}\left(\frac{b_{n}}{P_{n}^{((d-1) / 2)}(1)}\right)^{1 / 2} \sum_{j=1}^{c_{n, d}} V_{n j} S_{n j}(\mathbf{x}), \quad \mathbf{x} \in \mathbf{S}^{d}
$$

is an isotropic and mean square continuous Gaussian random field on $\mathbf{S}^{d}$ and possesses the covariance function

$$
\operatorname{cov}\left(Y\left(\mathbf{x}_{1}\right), Y\left(\mathbf{x}_{2}\right)\right)=\sum_{n=0}^{\infty} b_{n} \frac{P_{n}^{((d-1) / 2)}\left(\cos \left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right)}{P_{n}^{((d-1) / 2)}(1)}, \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{S}^{d}
$$

where $b_{0}>0$, and the sequence $\left\{b_{n}, n \in \mathbf{N}_{0}\right\}$ and its rate given in Lemma 3(ii) satisfy inequality (5.2). It follows from Theorem 6 that there is a positive constant $\beta$
such that

$$
\begin{aligned}
& \operatorname{var}\left(Z(\mathbf{x}) \mid Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)\right)=\inf \mathbf{E}\left(Z(\mathbf{x})-\sum_{k=1}^{n} a_{k} Z\left(\mathbf{x}_{k}\right)\right)^{2} \\
& \quad=\inf \mathbf{E}\left(Y(\mathbf{x})-Y\left(\mathbf{x}_{0}\right)-\sum_{k=1}^{n} a_{k}\left(Y\left(\mathbf{x}_{k}\right)-Y\left(\mathbf{x}_{0}\right)\right)\right)^{2} \\
& \quad=\inf \mathbf{E}\left\{Y(\mathbf{x})-\left(1-\sum_{k=1}^{n} a_{k}\right) Y\left(\mathbf{x}_{0}\right)-\sum_{k=1}^{n} a_{k} Y\left(\mathbf{x}_{k}\right)\right\}^{2} \geqslant \beta \varepsilon^{2}
\end{aligned}
$$

holds for every $n \in \mathbf{N}$, any $a_{k} \in \mathbf{R}$, any $\mathbf{x} \in \mathbf{S}^{d}$, any $\mathbf{x}_{k} \in \mathbf{S}^{d}, k=1, \ldots, n$, and any $\varepsilon \in\left(0, \min _{0 \leqslant k \leqslant n} \vartheta\left(\mathbf{x}, \mathbf{x}_{k}\right)\right]$.
(ii) For $\kappa \in[1 / 2,1]$, it follows from Theorem 2.2 of [22] that there is a quadrifractional Brownian motion $\left\{Z_{1}(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$ with covariance function

$$
\begin{aligned}
\operatorname{cov}\left(Z_{1}\left(\mathbf{x}_{1}\right), Z_{2}\left(\mathbf{x}_{2}\right)\right)= & \left(\vartheta^{\nu \kappa}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\vartheta^{\nu \kappa}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)\right)^{1 / \kappa} \\
& -\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)-\vartheta^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right), \quad \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbf{S}^{d}
\end{aligned}
$$

Clearly, the difference of the covariance function of the bifractional Brownian motion $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$ and that of $\left\{Z_{1}(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$ is $\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)+\vartheta^{\nu}\left(\mathbf{x}_{2}, \mathbf{x}_{0}\right)-\vartheta^{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$, which is the covariance function of a fractional Brownian motion $\left\{Z_{2}(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$. By Theorem 2 of [32], $\left\{Z_{2}(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$ is smaller than $\left\{Z(\mathbf{x}), \mathbf{x} \in \mathbf{S}^{d}\right\}$ in the convex order, so that

$$
\mathbf{E} g\left(Z_{2}(\mathbf{x}), Z_{2}\left(\mathbf{x}_{1}\right), \ldots, Z_{2}\left(\mathbf{x}_{n}\right)\right) \leqslant \mathbf{E} g\left(Z(\mathbf{x}), Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)\right)
$$

for every convex function $g\left(x, x_{1}, \ldots, x_{n}\right)$. In particular,

$$
g\left(x, x_{1}, \ldots, x_{n}\right)=\left(x-\sum_{k=1}^{n} a_{k} x_{k}\right)^{2}
$$

is a convex function. From part (i) we obtain

$$
\begin{aligned}
\operatorname{var}\left(Z(\mathbf{x}) \mid Z\left(\mathbf{x}_{1}\right), \ldots, Z\left(\mathbf{x}_{n}\right)\right) & =\inf \mathbf{E}\left(Z(\mathbf{x})-\sum_{k=1}^{n} a_{k} Z\left(\mathbf{x}_{k}\right)\right)^{2} \\
& \geqslant \inf \mathbf{E}\left(Z_{2}(\mathbf{x})-\sum_{k=1}^{n} a_{k} Z_{2}\left(\mathbf{x}_{k}\right)\right)^{2} \geqslant \beta \varepsilon^{2}
\end{aligned}
$$

6.12. Proof of Theorem 8. We give a proof for part (i) only, while part (ii) can be derived analogously to the proof of Theorem 7(ii).

For $\mathbf{x}, \mathbf{x}_{k} \in \mathbf{B}^{d}(k=1, \ldots, n)$, it follows from (1.4) and (2.12) that

$$
\begin{aligned}
& \mathbf{E}\left(Z(\mathbf{x})-\sum_{k=1}^{n} a_{k} Z\left(\mathbf{x}_{k}\right)\right)^{2} \\
& \quad=C(\mathbf{x}, \mathbf{x})-2 \sum_{i=1}^{n} a_{i} C\left(\mathbf{x}, \mathbf{x}_{i}\right)+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} C\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =2 \rho^{\nu}\left(\mathbf{x}, \mathbf{x}_{0}\right)-4 \sum_{i=1}^{n} a_{i}\left(\rho^{\nu}\left(\mathbf{x}, \mathbf{x}_{0}\right)+\rho^{\nu}\left(\mathbf{x}_{i}, \mathbf{x}_{0}\right)-\rho^{\nu}\left(\mathbf{x}, \mathbf{x}_{i}\right)\right) \\
& \quad+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j}\left(\rho^{\nu}\left(\mathbf{x}_{i}, \mathbf{x}_{0}\right)+\rho^{\nu}\left(\mathbf{x}_{j}, \mathbf{x}_{0}\right)-\rho^{\nu}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)\right) \\
& =2 \vartheta^{\nu}\left(\widetilde{\mathbf{x}}, \widetilde{\mathbf{x}}_{0}\right)-4 \sum_{i=1}^{n} a_{i}\left(\vartheta^{\nu}\left(\widetilde{\mathbf{x}}, \widetilde{\mathbf{x}}_{0}\right)+\vartheta^{\nu}\left(\widetilde{\mathbf{x}}_{i}, \widetilde{\mathbf{x}}_{0}\right)-\vartheta^{\nu}\left(\widetilde{\mathbf{x}}, \widetilde{\mathbf{x}}_{i}\right)\right) \\
& \quad+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j}\left(\vartheta^{\nu}\left(\widetilde{\mathbf{x}}_{i}, \widetilde{\mathbf{x}}_{0}\right)+\vartheta^{\nu}\left(\widetilde{\mathbf{x}}_{j}, \widetilde{\mathbf{x}}_{0}\right)-\vartheta^{\nu}\left(\widetilde{\mathbf{x}}_{i}, \widetilde{\mathbf{x}}_{j}\right)\right) \geqslant \beta \varepsilon^{2}
\end{aligned}
$$

holds for every $n \in \mathbf{N}$, any $\widetilde{\mathbf{x}} \in \mathbf{S}^{d}$, any $\widetilde{\mathbf{x}}_{k} \in \mathbf{S}^{d}(k=0,1, \ldots, n)$, and any $\varepsilon \in$ $\left(0, \min _{0 \leqslant k \leqslant n} \vartheta\left(\widetilde{\mathbf{x}}, \widetilde{\mathbf{x}}_{k}\right)\right]=\left(0, \min _{0 \leqslant k \leqslant n} \rho\left(\mathbf{x}, \mathbf{x}_{k}\right)\right]$, where the last inequality follows from Theorem 7(i).
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