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#### Abstract

We review recent derivations of formulas for conformal maps from finitely connected domains with circular holes to canonical radial or circular slit domains. The formulas are infinite products based on simple reflection arguments. An earlier similar derivation of the Schwarz-Christoffel formula for the bounded multiply connected case and recent progress in its numerical implementation are also reviewed. We give some sample calculations with a reflection method and an estimate of its accuracy. We also discuss the relation of our approach to that of D . Crowdy and J. Marshall. In addition, a slit map calculation using Laurent series computed by the least squares method in place of the reflection method is given as an example of a possible direction for future improvements in the numerics.
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1. Introduction. Conformal mapping has been a topic of theoretical interest and a useful tool for solving boundary value problems of classical potential theory in the plane for over 100 years. With the development of modern computers, many numerical methods have been proposed for approximating conformal maps. The books by Gaier [27] and Henrici [30] provide introductions to this field. The survey paper by Wegmann [38] and the book on Schwarz-Christoffel mapping by Driscoll and Trefethen [26] review more recent work especially relevant to computations. In spite of the ability of today's computers to solve many fully three dimensional problems, there is a continuing interest in these inherently two dimensional methods of function theory due the power of the techniques and the clarity of the understanding that they bring to many important applications.

In the last several years there have been a number of advances in methods for multiply connected domains; see, e.g., [3, 38]. In particular, the Schwarz-Christoffel transformation for domains with polygonal boundaries has been extended to to multiply connected domains in $[17,20,21]$ using reflection arguments and in $[8,9]$ using the closely related SchottkyKlein prime function; see also [10]. These results were the topic of a recent article in SIAM Review [6]. The methods use multiply connected domains with circular boundaries as their computational domains and involve infinite products. Explicit formulas for conformal maps from the circular domains to the canonical slit domains [34, 35] for the multiply case case can be derived using the same techniques [13, 19]. Canonical slit maps can be used to represent Green's functions for the Dirichlet, Neumann, and mixed boundary value problems for the Laplace equation in multiply connected domains; see [14]. One advantage of using circle domains is the possibility of using fast computational methods based on Fourier/Laurent expansions centered at the circles.

In this paper, we review these results for multiply connected polygonal and slit domains and attempt to clarify some of the relations among the alternative approaches. We will discuss

[^0]mainly the case of bounded multiply connected domains. The results for unbounded domains are similar and most of them have already been treated in the references. In Section 2, we recall some useful preliminary facts about conformal maps and reflections in circles. We include a listing of a simplified version of our MATLAB code for calculating these reflections. All of the computed examples in this paper, except for the Laurent series example in the last section, are performed using variations of this reflection algorithm. Section 3 discusses maps to canonical circular and radial slit domains. As an example of our techniques, we derive the formula for the map from a disk with circular holes to a half plane with radial slits. The derivation is based on extension of analytic functions by Schwarz reflection through circular arcs and radial slits leading to infinite product formulas. A listing of a short MATLAB code for computing this map is given. We prove that the products converge and satisfy the required boundary conditions, namely, that the arguments of the map on the circles are constant. The convergence is based on an estimate of the rate at which the reflected circles shrink. We also relate the slit maps to the Schottky-Klein prime function. In addition, we give a brief discussion of Green's functions, which, for circular domains, can be given explicitly in terms of our product formulas for maps to circular slit disks and rings. In Section 4, we discuss the Schwarz-Christoffel map to multiply connected polygonal domains. The derivative of the map is represented as an infinite product based on reflections. We suggest some alternative representations of this transformation which may allow us to replace the infinite products with finite products yielding a completely general formula. These alternatives are based on the maps to radial slit half planes derived in Section 3. In Section 5, we review recent progress on the numerical implementation of the Schwarz-Christoffel transformation [23]. (We only discuss the cases of connectivity greater than 2 , since the simply and doubly connected cases have been thoroughly treated elsewhere by somewhat more specialized techniques.) We give a practical error estimate in terms of the radii of the reflected circles. We also discuss some potential difficulties; for instance, in cases where slits or polygonal boundaries form narrow channels, the corresponding circles in the computational domain are close-to-touching. This may be thought of as a form of the crowding phenomenon [16,24] for multiply connected domains. In the final subsection, we discuss a method for computing maps to radial slit half-planes using least squares to find a Laurent series approximation to the map satisfying the boundary conditions. We expect that such techniques will lead to improvements in our numerical solutions.
2. Preliminaries. In the cases below, we are seeking a conformal map $f$ from $D$, the interior of the unit disk, $D_{0}$, minus $m$ closed nonintersecting disks, $D_{k}$, in the interior of $D_{0}$, onto a region $\Omega$ with exterior boundary, $\Gamma_{0}$, and $m$ nonintersecting interior boundary curves, $\Gamma_{k}, 1 \leq k \leq m$. Therefore, the connectivity of $D$ and $\Omega$ is $m+1$. For the slit maps in Section $3, \Omega$ will be a half-plane (or disk), $\Gamma_{0}$ will be a straight line through the origin (or the unit circle), and the $\Gamma_{k}$ 's, $k \neq 0$ will be radial or circular slits. For the Schwarz-Christoffel maps in Section 4, $\Gamma_{0}$ will be the outer polygonal boundary and the $\Gamma_{k}$ 's, $k \neq 0$, will be the inner polygonal boundaries. The boundaries of the circular disks, $D_{k}$, are the circles, $C_{k}$, with centers, $c_{k}\left(=s_{k}\right)$, and radii, $r_{k}$, and are parametrized by $C_{k}: c_{k}+r_{k} e^{i \theta}$. The boundary of $D$ is thus $C=C_{0}+C_{1}+\cdots+C_{m}$. The boundary of $\Omega$ is $\Gamma=\Gamma_{0}+\Gamma_{1}+\cdots+\Gamma_{m} . f$ extends to the boundary, $f\left(C_{k}\right)=\Gamma_{k}$. If $\Omega$ is given, then fixing the value of $w=f(z)$ at three boundary points on the unit circle $C_{0}$ or at an interior point and one boundary point uniquely determines the map $f$ and the other circles $C_{k}, k \neq 0$ [30,34]. (For the unbounded case, the outer boundaries $D_{0}$ and $\Gamma_{0}$ are not included, the connectivity is $m$, and $w=f(z)=O(z), z \approx \infty$. In this case, fixing $w=f(z)=z+O(1 / z), z \approx \infty$ uniquely determines the map and the circles. In either case, the domains are conformally equivalent to an annulus with circular slits (or holes) [34]. For connectivity $m=2$, there is one conformal modulus, the ratio of the outer


FIG.2.1. $N=2$ levels of reflected circles and zeros $(\cdot)$ and poles $(x)$ on the outer boundary for the map to the radial slit half-plane in Figure 3.1. The outer unit circle and its reflections are plotted with dashed boundaries.
to inner radii. For $m=3$, two more moduli are needed to determine the length and radius of the circular slit (or center and radius of the circular hole), since the annulus can be rotated to place the tip of the slit (or center of the hole) on the positive real axis. For connectivity $m>3$, each additional slit (or hole) is determined by three real parameters: its length, radius, and tip location (or center and radius). Therefore, for connectivity $m \geq 3$ the number of conformal moduli needed to uniquely determine the class of conformally equivalent domains is $3 m-6$. We will mainly discuss the cases of connectivity $m \geq 3$ here, since the simply and doubly connected cases are thoroughly treated in [26, 30].)

Next, we introduce notation and recall basic facts about reflections in circles from [17, 18,21]. The reflection of $z$ through a circle $C_{k}$ with center $c_{k}$ and radius $r_{k}$ is given by

$$
\rho_{k}(z)=\rho_{C_{k}}(z):=c_{k}+\frac{r_{k}^{2}}{\bar{z}-\bar{c}_{k}} .
$$

The set of multi-indices of length $n$ will be denoted $\sigma_{n}:=\left\{\nu_{1} \nu_{2} \cdots \nu_{n}: 0 \leq \nu_{k} \leq m\right.$, $\left.\nu_{k} \neq \nu_{k+1}, k=1, \ldots, n-1\right\}, \quad n>0$, and $\sigma_{0}=\phi$, in which case $\nu i=i$. Note that consecutive indices are not equal, since two consecutive reflections through the same circle is just the identity, $\rho_{k}\left(\rho_{k}(z)\right)=z$. In addition, $\sigma_{n}(i)=\left\{\nu \in \sigma_{n}: \nu_{n} \neq i\right\}$ denotes sequences in $\sigma_{n}$ whose last factor never equals $i$, e.g., for $m+1=3, \sigma_{3}=\{010,012,020,012,101,102, \ldots\}$, $\sigma_{3}(0)=\{101,121,012, \ldots\}$. The following lemma [21, Lemma 1] says that $\nu$ just indexes successive reflections through the $C_{k}$ 's.

LEMMA 2.1. $a_{\nu}=\rho_{\nu_{1}}\left(\rho_{\nu_{2}}\left(\cdots\left(\rho_{\nu_{n-1}}\left(a_{\nu_{n}}\right)\right) \cdots\right)\right)$ for $\nu=\nu_{1} \nu_{2} \cdots \nu_{n} \in \sigma_{n}$.
Similarly, reflections of a circle $C_{k}$ will be also be circles denoted by $C_{\nu k}=\rho_{\nu}\left(C_{k}\right)$ with centers and radii denoted $c_{\nu k}$ and $r_{\nu k}$, respectively. Our figures are produced with a MatLab code which performs all reflections to level $n=N$. The reflections to two levels $N=2$ of $m+1=3$ circles and two points on the boundary of the unit circle are shown in Figure 2.1. Note that the number of new reflections of the $a_{\nu}$ 's at a given level is $m$ times that at the previous level.

Here is a simplified MATLAB code illustrating the reflection procedure and used to produce Figures 2.1 and 3.1.

## Algorithm 2.2.

function [anu, cnu,rnu,jla,jlr] = reflect_circ(a,c,r,N)
\% This code reflects circles through each other $N$ times
\% cnu(nu,j) = center of reflection nu of circle j
\% rnu(nu,j) = radius of reflection nu of circle j
\% anu(k,nu,j) = reflections of $a(k)$
\% jlr(nu,j) = leading index = index of circle of last reflection
$m=$ length(r); cnu(1,1:m)=c; snu=cnu; rnu(1,1:m)=r; ma = length(a);
anu(1,1:ma) $=a ;$ place vector a in first row of anu
jla(1)=1;
for $j=1: m$
$j \operatorname{lr}(1, j)=j ;$
end
num $=0$;
for level=1:N
nul $=$ num+1;
if $m \sim 2$
num $=\left((m-1)^{\wedge}\right.$ level -1$) /(m-2)$;
elseif $m==2$
num = nul;
end
nuja=num; nujc(1:m)=num*ones (1,m);
for nu $=$ nul:num
for $j l=1: m$
if jl ~ $=j l a(n u) \%$ do not reflect over same circle twice in a row nuja=nuja+1; jla(nuja)=jl;
\% reflect a_nu thru C_j1
anu(nuja,1:ma) $=c(j l)+r(j l)^{\wedge} 2 . / c o n j(a n u(n u, 1: m a)-c(j l)) ;$
end
for $j=1: m$
if jl ~ $=j l r(n u, j) \%$ do not reflect over same circle twice in a row nujc (j) $=n u j c(j)+1$;
jlr(nujc(j),j)=jl; \% save index of current reflection
\% compute centers and radii of reflected circles:
cnu (nujc(j),j) $=c(j l)+r(j l)^{\wedge} 2 \star(c n u(n u, j)-c(j l)) \ldots$
/(abs(cnu(nu,j) - c(jl))^2 - rnu(nu,j)^2);
rnu(nujc (j), j) = ...
$r(j l)^{\wedge} 2 \star r n u(n u, j) / a b s\left(a b s(c n u(n u, j)-c(j l))^{\wedge} 2-r n u(n u, j)^{\wedge} 2\right) ;$
end
end
end
end
end
In order to state our convergence results, we need the following definition and lemma.
The separation parameter of the region is

$$
\Delta:=\max _{i, j ; i \neq j} \frac{r_{i}+r_{j}}{\left|c_{i}-c_{j}\right|}<1, \quad 0 \leq i, j \leq m
$$

for the assembly of $m+1$ mutually exterior circles that form the boundary of $\Omega$; see [30, p. 501]. (Our $\Delta$ is actually defined by $C_{0}$ and the first reflections of the interior $C_{k}$ 's, $k \neq 0$, through $C_{0}$.) Let $\widetilde{C}_{j}$ denote the circle with center $c_{j}$ and radius $r_{j} / \Delta$. Then geometrically, $1 / \Delta$ is the smallest magnification of the $m$ radii such that at least two $\widetilde{C}_{j}$ 's just touch. Our proof of convergence of the infinite products is based on estimating how fast the successively reflected circles shrink. For this estimate, we use the following inequality from [30, p. 505].

Lemma 2.3 .

$$
\sum_{\nu \in \sigma_{n+1}} r_{\nu}^{2} \leq \Delta^{4 n} \sum_{i=0}^{m} r_{i}^{2}
$$

3. Slit maps. This section uses simple reflection arguments to derive infinite product formulas for the maps from circular domains to canonical circular and radial slit domains; see [34]. These techniques were used in [19] to derive the maps for unbounded domains. Convergence of the infinite products is proven if the circles are sufficiently well-separated. We will present the details only for the map from a bounded circle domain to a radially slit half plane where selected points on a circle are mapped to 0 and $\infty$. This case has not been treated in detail before. However, the methods we use are quite similar to our previous results for the slit maps [19] and Schwarz-Christoffel maps [17, 21] and will serve to illustrate our proofs for this overview paper. We also derive an expression for the radial slit map in terms of the Schottky-Klein prime function. This expression allows us to relate our formulas to those of [13, 14], where the canonical maps and the related Green's functions are given in terms of Schottky-Klein prime functions [2]. The formulas for other canonical maps are stated without proofs.
3.1. Radial slit map-bounded case. In this section, we discuss the map $w=f(z)$ from interior of a disk with circular holes to the a half plane with the origin on boundary and with slits radial with respect to the origin; see Figure 3.1. We will show that, for circle domains satisfying our separation criterion, the map can be represented by an infinite product formula. This map will be useful as a basic factor in our derivation of an alternative representation of the Schwarz-Christoffel transformation for multiply connected domains in Section 4, following in the framework of [26].

The idea for the product formula for the map is based on a simple reflection argument. Let $w=f(z)$ map a bounded circle domain of connectivity $m$ to an unbounded radial slit domain. Let $a$ and $b$ be the two distinct points on one of the circles such that $f(a)=\infty$ and $f(b)=0$. By the Reflection Principle we can extend $f$ to the $z$-plane. Since reflections across the radial slits in the $w$-plane will just leave 0 and $\infty$ fixed, reflections $b_{\nu}=\rho_{\nu}(b)$ of $b$ will be all of the (simple) zeros and reflections $a_{\nu}=\rho_{\nu}(a)$ of $a$ will be all of the (simple) poles of $f$. The function therefore has the form

$$
f(z)=C \prod_{\nu} \frac{z-\rho_{\nu}(b)}{z-\rho_{\nu}(a)}
$$

A Matlab code implementing this formula is given in Algorithm 3.1, which uses Algorithm 2.2.

Algorithm 3.1.

```
% reflect_circ_driver.m % brief code for map to slit half-plane
% centers c and radii r of m mutually exterior circles
m=3; c(1)=0; r(1)=1; c(2)=.5*i; r(2)=0.2; c(3)=-.5; r(3)=.25;
theta_0=3*pi/4; theta_inf=0; % arg of pts mapped to 0 and \infty
a = [exp(i*theta_inf) exp(i*theta_0)];
N = 4; % compute N levels of reflections:
    [anu,cnu,rnu,jla,jlr] = reflect_circ(a,c,r,N);
    z(1,:) = cnu(1,1)+rnu(1,1)*exp(i*(theta_inf+2*pi*[1:101]/102));
for j=2:m
    z(j,:) = cnu(1,j)+rnu(1,j)*exp(i*2*pi*[0:100]/100);
end
% evaluate product formula for map on circles:
    zprod = ones(size(z));
for nu = 1:length(anu(:,1))
    zprod = zprod.*(z-anu(nu,2))./(z-anu(nu,1));
end
for j=1:m
    plot(real(zprod(j,:)),imag(zprod(j,:))); % plot map
    hold on; axis equal;
end
```

We will now prove these statements. Our proof is similar to the proof of the SchwarzChristoffel formula in [21], but easier. Note that, if a radial slit in the $w$-plane is at angle $\theta$, then $w$ reflects to $e^{i 2 \theta} \bar{w}$. Therefore, an even number successive reflections through radial slits will take $w=f(z)$ to $A w=A f(z)$, for some $A$ with $|A|=1$. As a result, the extended function $f^{\prime}(z) / f(z)=A f^{\prime}(z) / A f(z)$ is invariant under even numbers of reflections and is single-valued. (For the case of the multiply connected Schwarz-Christoffel map, below the preSchwarzian $f^{\prime \prime}(z) / f^{\prime}(z)$ is invariant under reflections, and we used this same "method of images" to construct a singularity function, $S(z)=f^{\prime \prime}(z) / f^{\prime}(z)$, as an infinite sum satisfying appropriate boundary conditions.) Here, our singularity function is

$$
\begin{aligned}
S(z)=f^{\prime}(z) / f(z)=\frac{d}{d z} \log f(z) & =\sum_{\nu}\left(\frac{1}{z-\rho_{\nu}(b)}-\frac{1}{z-\rho_{\nu}(a)}\right) \\
& =\sum_{\nu}\left(\frac{\rho_{\nu}(b)-\rho_{\nu}(a)}{\left(z-\rho_{\nu}(a)\right)\left(z-\rho_{\nu}(b)\right)}\right) .
\end{aligned}
$$

Since $f(z)$ maps to radial slits, $\arg f(z)=$ constant, for $z \in C_{k}$. This boundary condition is given in the following lemma.

Lemma 3.2. $\operatorname{Re}\left\{\left(z-c_{k}\right) f^{\prime}(z) / f(z)\right\}=0, z \in C_{k}$.
Proof. For $z \in C_{k}$, we have $z=c_{k}+r_{k} e^{i \theta}$ and since $f(z)$ maps to radial slits, we have $\arg f(z)=$ const. Therefore,

$$
0=\frac{\partial}{\partial \theta} \arg f(z)=\frac{\partial}{\partial \theta} \operatorname{Im} \log f\left(c_{k}+r_{k} e^{i \theta}\right)=\operatorname{Im} i r_{k} e^{i \theta} \frac{f^{\prime}}{f}=\operatorname{Re} r_{k} e^{i \theta} \frac{f^{\prime}}{f}\left(c_{k}+r_{k} e^{i \theta}\right)
$$

We show below that $S(z)$ satisfies this condition and that, indeed, $f^{\prime}(z) / f(z)=S(z)$.
We now state our main theorem for radial slit maps.


FIG. 3.1. Conformal map $w=f(z)$ from the unit disk with $m=2$ circular holes (top) to a radial slit half-plane with $N=2$ (lower left) and $N=4$ (lower right) reflections using Algorithm 3.1. Note that increasing $N$ causes the slits to close.

THEOREM 3.3. Let $\Omega$ be an unbounded $m+1$-connected radial slit upper half-plane and $D$ a conformally equivalent bounded circular domain, $a, b \in C_{0}$. Further, suppose $\Omega$ satisfies the separation property $\Delta<m^{-1 / 4}$, for $m \geq 1$. Then $D$ is mapped conformally onto $\Omega$ by $f$ with $f(b)=0$ and $f(a)=\infty$ if and only if

$$
f(z)=C \prod_{\substack{j=0 \\ \nu \in \sigma_{j}(0)}}^{\infty} \frac{z-\rho_{\nu}(b)}{z-\rho_{\nu}(a)}
$$

for some constant $C$.
Proof. Once we establish that $S_{N}(z)$ converges to $S(z)$ and satisfies the boundary condition, we can show that $f(z)=C \exp \left(\int S(z) d z\right)$. The proof follows closely the proof in [19]. In fact, by mapping the circle to the upper half-plane and extending the map and the image slit half-plane to a full plane with $2 m$ radial slits by reflection across the real axis, we may just use the proof in [19]. We omit the details.

The proof of convergence of the $S_{N}(z)$ also closely follows [19, Theorem 3.3]. We will show that the sums truncated to $N$ levels of reflection,

$$
S_{N}(z)=\sum_{\substack{j=0 \\ \nu \in \sigma_{j}(0)}}^{N}\left(\frac{1}{z-\rho_{\nu}(b)}-\frac{1}{z-\rho_{\nu}(a)}\right)
$$

converge uniformly to $S(z)$ for $z \in \bar{\Omega}$ as $N \rightarrow \infty$, provided the circles satisfy our separation condition. (In the special case when $m+1=2$, there is no restrictive separation hypothesis, since then $\Delta<m^{-1 / 4}=1$ is equivalent to the fact that the two boundary components are disjoint.)

We now prove the convergence of $S_{N}(z)$ to $S(z)$ for sufficiently well-separated circles. For $j=0,1,2, \ldots$, we write

$$
A_{j}(z)=\sum_{\nu \in \sigma_{j}(0)}\left(\frac{1}{z-b_{\nu}}-\frac{1}{z-a_{\nu}}\right)=\sum_{\nu \in \sigma_{j}(0)} \frac{b_{\nu}-a_{\nu}}{\left(z-a_{\nu}\right)\left(z-b_{\nu}\right)}
$$

and hence, in brief notation,

$$
S_{N}(z)=\sum_{j=0}^{N} A_{j}(z), \quad S(z):=\lim _{N \rightarrow \infty} S_{N}(z)
$$

Let

$$
\delta=\delta_{\Omega}=\inf _{z \in \Omega}\left\{\left|z-a_{\nu}\right|,\left|z-b_{\nu}\right|:|\nu| \geq 0\right\}
$$

Then, clearly $\delta>0$ holds since the $a_{\nu}$ 's and the $b_{\nu}$ 's lie inside the circles for $|\nu| \neq 0$.
We have the following result.
THEOREM 3.4. For connectivity $m \geq 1, S_{N}(z)$ converges to $S(z)$ uniformly on $\bar{\Omega}$ satisfying the estimate,

$$
\left|S(z)-S_{N}(z)\right|=O\left(\left(\Delta^{2} \sqrt{m}\right)^{N+1}\right)
$$

for regions satisfying the separation condition,

$$
\Delta<\frac{1}{m^{1 / 4}}
$$

Proof. Note that the number of terms in the $A_{j}(z)$ sum is $O\left(m^{j}\right)$. This exponential increase in the number of terms is the principal difficulty in establishing convergence. Recall that $r_{\nu}$ is the radius of circle $C_{\nu}$. We bound $A_{j}(z)$ for $z \in \bar{\Omega}$ by using the inequality $\left|a_{\nu}-b_{\nu}\right|<2 r_{\nu}$. First, note that

$$
\begin{equation*}
\left|A_{j}(z)\right| \leq \sum_{\nu \in \sigma_{j}(0)} \frac{\left|a_{\nu}-b_{\nu}\right|}{\left|z-a_{\nu}\right|\left|z-b_{\nu}\right|} \leq \frac{2}{\delta^{2}} \sum_{\nu \in \sigma_{j}(0)} r_{\nu} \tag{3.1}
\end{equation*}
$$

where $\delta=\delta_{\Omega}$. (In practice, the sum of the $r_{\nu}$ 's above at the $j=N$ th level gives a good estimate of the truncation error. We will give an example of this below for a Schwarz-Christoffel map.) In order to prove convergence, we estimate the rate of decrease of the $r_{\nu}$ 's using Lemma 2.3 and the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\sum_{\nu \in \sigma_{j}(0)} r_{\nu} & \leq\left(\sum_{\nu \in \sigma_{j}(0)} r_{\nu}^{2}\right)^{1 / 2}\left(\sum_{\nu \in \sigma_{j}(0)} 1\right)^{1 / 2}=\left(\sum_{\nu \in \sigma_{j}(0)} r_{\nu}^{2}\right)^{1 / 2} m^{j / 2} \\
& \leq \Delta^{2 j}\left(\sum_{i=0}^{m} r_{i}^{2}\right)^{1 / 2} m^{j / 2} \leq C \Delta^{2 j} m^{j / 2}
\end{aligned}
$$

Therefore, the series converges if $\Delta^{2} \sqrt{m}<1$.
The proof that $f(z)$ defined by the (convergent) infinite product formula satisfies the boundary conditions in Lemma 3.2 is nearly identical to [19, Theorem 3.4]. Again, we will use the formula

$$
\begin{equation*}
\operatorname{Re}\left\{\frac{w}{w-1}+\frac{w^{*}}{w^{*}-1}\right\}=1 \tag{3.2}
\end{equation*}
$$

where $w$ and $w^{*}=1 / \bar{w}$ are symmetric points with respect to the unit circle. Then the following theorem gives the result. We prove the theorem for $a, b \in C_{i}$ for arbitrary $i$, but we can assume $i=0$ and $C_{i}=C_{0}$ is the unit circle, without loss of generality.

THEOREM 3.5. If $\Delta<m^{-1 / 4}$, then for $z \in C_{k}$,

$$
\operatorname{Re}\left\{\left(z-c_{k}\right) S_{N}(z)\right\}=O\left(\left(\Delta^{2} \sqrt{m}\right)^{N}\right)
$$

and

$$
\operatorname{Re}\left\{\left(z-c_{k}\right) S(z)\right\}=0
$$

Proof. The idea of the proof is, for $z \in C_{p}, p \neq i$, to use properties of the reflections, $b_{p \nu}=\rho_{p}\left(b_{\nu}\right)$, to group terms in $S_{N}(z)$ related by reflection $\rho_{p}$ through $C_{p}$ with $z \in C_{p}$ as follows:

$$
\begin{aligned}
S_{N}(z)= & \left(\frac{1}{z-b}+\frac{1}{z-b_{p}}\right)-\left(\frac{1}{z-a}+\frac{1}{z-a_{p}}\right)+\cdots \\
& +\left(\frac{1}{z-b_{\nu}}+\frac{1}{z-b_{p \nu}}\right)-\left(\frac{1}{z-a_{\nu}}+\frac{1}{z-a_{p \nu}}\right)+\cdots
\end{aligned}
$$

Then, multiplying by $z-c_{p}$ and denoting $a_{i}:=a, b_{i}:=b$, we have in more detail,

$$
\begin{align*}
& \left(z-c_{p}\right) S_{N}(z)=\frac{\left(z-c_{p}\right) /\left(b_{i}-c_{p}\right)}{\left(z-c_{p}\right) /\left(b_{i}-c_{p}\right)-1}+\frac{\left(z-c_{p}\right) /\left(b_{p i}-c_{p}\right)}{\left(z-c_{p}\right) /\left(b_{p i}-c_{p}\right)-1} \\
& -\frac{\left(z-c_{p}\right) /\left(a_{i}-c_{p}\right)}{\left(z-c_{p}\right) /\left(a_{i}-c_{p}\right)-1}+\frac{\left(z-c_{p}\right) /\left(a_{p i}-c_{p}\right)}{\left(z-c_{p}\right) /\left(a_{p i}-c_{p}\right)-1} \\
& +\sum_{j=2}^{N-1} \sum_{\substack{\nu \in \sigma_{j}(i), \nu i, \nu_{1} \neq p}}\left(\frac{\left(z-c_{p}\right) /\left(b_{\nu i}-c_{p}\right)}{\left(z-c_{p}\right) /\left(b_{\nu i}-c_{p}\right)-1}+\frac{\left(z-c_{p}\right) /\left(\rho_{p}\left(b_{\nu i}\right)-c_{p}\right)}{\left(z-c_{p}\right) /\left(\rho_{p}\left(b_{\nu i}\right)-c_{p}\right)-1}\right) \\
& -\sum_{j=2}^{N-1} \sum_{\substack{\nu \in \sigma_{j}(i) \\
\nu i, \nu_{1} \neq p}}\left(\frac{\left(z-c_{p}\right) /\left(a_{\nu i}-c_{p}\right)}{\left(z-c_{p}\right) /\left(a_{\nu i}-c_{p}\right)-1}+\frac{\left(z-c_{p}\right) /\left(\rho_{p}\left(a_{\nu i}\right)-c_{p}\right)}{\left(z-c_{p}\right) /\left(\rho_{p}\left(a_{\nu i}\right)-c_{p}\right)-1}\right) \\
& +\left(z-c_{p}\right) \sum_{\substack{j=1, j \\
j \neq p}}^{m} \sum_{j \nu \in \sigma_{N}(i)}\left(\frac{b_{j \nu}-a_{j \nu}}{\left(z-a_{j \nu}\right)\left(z-b_{j \nu}\right)}\right) . \tag{3.3}
\end{align*}
$$

We take the real part of the above expression and, using, for instance, $w=\left(z-c_{p}\right) /\left(a_{\nu i}-c_{p}\right)$ and noting that $w^{*}=\left(z-c_{p}\right) /\left(\rho_{p}\left(a_{\nu i}\right)-c_{p}\right)$, (3.2) gives
$\operatorname{Re}\left\{\frac{\left(z-c_{p}\right) /\left(a_{\nu i}-c_{p}\right)}{\left(z-c_{p}\right) /\left(a_{\nu i}-c_{p}\right)-1}+\frac{\left(z-c_{p}\right) /\left(\rho_{p}\left(a_{\nu i}\right)-c_{p}\right)}{\left(z-c_{p}\right) /\left(\rho_{p}\left(a_{\nu i}\right)-c_{p}\right)-1}\right\}=\operatorname{Re}\left\{\frac{w}{w-1}+\frac{w^{*}}{w^{*}-1}\right\}=1$.

Taking the real part of (3.3), we see that the first four lines sum to 0 . The final $m$ terms, all lying inside circles $C_{j}, j \neq p$, approximate the truncation error and are bounded by

$$
\sum_{\nu \in \sigma_{n+1}} r_{\nu}^{2} \leq \Delta^{4 N} \sum_{i=0}^{m} r_{i}^{2}
$$

This gives

$$
\operatorname{Re}\left\{\left(z-c_{p}\right) S_{N}(z)\right\}=O\left(\sqrt{m}\left(\Delta^{2 N} m^{N / 2}\right)\right.
$$

Next we prove the boundary condition for $z=c_{i}+r_{i} e^{i \theta} \in C_{i}$. (In our case $i=0$ and $C_{i}=C_{0}$ is the unit circle, $r_{i}=1, c_{i}=0$. However, this is not necessary in general.) Using $z=c_{i}+r_{i} e^{i \theta}, a=a_{i}=c_{i}+r_{i} e^{i \theta_{a}} \in C_{i}$, and $b=b_{i}=c_{i}+r_{i} e^{i \theta_{b}} \in C_{i}$, we have

$$
\begin{aligned}
& \left(z-c_{i}\right) S_{N}(z)= \\
& \left(z-c_{i}\right)\left[\frac{1}{z-b_{i}}-\frac{1}{z-a_{i}}+\cdots+\left(\frac{1}{z-b_{\nu i}}+\frac{1}{z-b_{i \nu i}}\right)-\left(\frac{1}{z-a_{\nu i}}+\frac{1}{z-a_{i \nu i}}\right)+\cdots\right] \\
& \quad=\frac{z-c_{i}}{z-b_{i}}-\frac{z-c_{i}}{z-a_{i}}+\cdots+\left(\frac{\left(z-c_{i}\right) /\left(b_{\nu i}-c_{i}\right)}{\left(z-c_{i}\right) /\left(b_{\nu i}-c_{i}\right)-1}+\frac{\left(z-c_{i}\right) /\left(b_{i \nu i}-c_{i}\right)}{\left(z-c_{i}\right) /\left(b_{i \nu i}-c_{i}\right)-1}\right) \\
& \quad-\left(\frac{\left(z-c_{i}\right) /\left(a_{\nu i}-c_{i}\right)}{\left(z-a_{i}\right) /\left(a_{\nu i}-c_{i}\right)-1}+\frac{\left(z-c_{i}\right) /\left(a_{i \nu i}-c_{i}\right)}{\left(z-c_{i}\right) /\left(a_{i \nu i}-c_{i}\right)-1}\right)+\cdots
\end{aligned}
$$

Taking the real parts, we get our boundary condition,

$$
\begin{aligned}
\operatorname{Re}\left\{\left(z-c_{i}\right) S_{N}(z)\right\} & =\operatorname{Re}\left\{\frac{e^{i \theta}}{e^{i \theta}-e^{i \theta_{b}}}\right\}-\operatorname{Re}\left\{\frac{e^{i \theta}}{e^{i \theta}-e^{i \theta_{a}}}\right\}+(1-1)+(1-1)+\cdots \\
& =\operatorname{Re}\left\{\frac{e^{i\left(\theta-\theta_{b}\right) / 2}}{e^{i\left(\theta-\theta_{b}\right) / 2}-e^{-i\left(\theta-\theta_{b}\right) / 2}}\right\}-\operatorname{Re}\left\{\frac{e^{i\left(\theta-\theta_{a}\right) / 2}}{e^{i\left(\theta-\theta_{a}\right) / 2}-e^{-i\left(\theta-\theta_{a}\right) / 2}}\right\} \\
& =\operatorname{Re}\left\{\frac{1}{2}-\frac{i}{2} \cot \frac{\theta-\theta_{b}}{2}\right\}-\operatorname{Re}\left\{\frac{1}{2}-\frac{i}{2} \cot \frac{\theta-\theta_{a}}{2}\right\} \\
& =\frac{1}{2}-\frac{1}{2}=0 .
\end{aligned}
$$

REMARK 3.6. The case of the map from the unbounded circle domain containing $\infty$ to the unbounded radial slit domain, with $b$ in the domain and $f(b)=0$, was treated in [19]; see Figure 5.5 (left). The formula is nearly identical to the bounded case above, except that $f(a)=\infty$ is replaced by $f(\infty)=\infty$, and hence, for any reflection of a center $\rho_{\nu k}(\infty)=\rho_{\nu}\left(c_{k}\right)=s_{\nu k}$, we have $f\left(s_{\nu k}\right)=\infty$. The infinite product formula is then

$$
f(z)=(z-b) \prod_{k=1}^{m} \prod_{\substack{j=0 \\ \nu \in \sigma_{j}(k)}}^{\infty} \frac{z-\rho_{\nu}\left(b_{k}\right)}{z-\rho_{\nu}\left(c_{k}\right)}
$$

3.2. The Schottky-Klein prime function. Crowdy $[8,9]$ expresses his formula in terms of Moebius maps $\theta_{j}(z)$ which generate the Schottky group associated with the bounded, circular domains. Here, we relate his maps to our reflections, as in [17]. Crowdy defines the maps,

$$
\phi_{j}(z):=\bar{c}_{j}+\frac{r_{j}^{2}}{z-c_{j}} \text { and } \theta_{j}(z):=\bar{\phi}_{j}(1 / z)=\overline{\phi_{j}(1 / \bar{z})}=c_{j}+\frac{r_{j}^{2}}{1 / z-\overline{c_{j}}}
$$

In terms of our reflections $\rho_{j}, j \neq 0$, it's easy to see that $\phi_{j}(z)=\overline{\rho_{j}(z)}=\rho_{\overline{C_{j}}}(\bar{z})$ and $\theta_{j}(z)=\overline{\phi_{j}(1 / \bar{z})}=\rho_{j}\left(\rho_{0}(z)\right)$, where $\rho_{0}(z)=1 / \bar{z}=$ reflection through the unit circle $C_{0}$. Note that $\theta_{j}^{-1}=\rho_{0} \rho_{j}$.

The full Schottky group $\Theta$ consists of all products of the $\theta_{i}$ 's and $\theta_{i}^{-1}$ 's where

$$
\theta_{i}(z)=\frac{a_{i} z+b_{i}}{c_{i} z+d_{i}} \text { and } \theta_{i}^{-1}(z)=\frac{d_{i} z-b_{i}}{-c_{i} z+a_{i}} \text { with } a_{i} d_{i}-b_{i} c_{i}=1 .
$$

Therefore, $\Theta$ is the Moebius group generated by all compositions of the basic $\theta_{j}=\rho_{j} \rho_{0}$ and their inverses. The $\theta_{i}\left(z_{k, j}\right)$ generate exactly the reflections, $z_{k, \nu j}$, of the prevertices $z_{k, j}$ used in the formulas in Section 4. For instance, using our reflection notation and the fact that $\rho_{j}^{2}=i d$ (the group of reflections is a "free" group), we have

$$
z_{k, 102320}=\rho_{1} \rho_{0} \rho_{2} \rho_{3} \rho_{2}\left(z_{k, 0}\right)=\rho_{1} \rho_{0} \rho_{2} \rho_{0} \rho_{0} \rho_{3} \rho_{2} \rho_{0}\left(z_{k, 0}\right)=\theta_{1} \theta_{2} \theta_{3}^{-1} \theta_{2}\left(z_{k, 0}\right)
$$

The Schottky-Klein (SK) prime functions used by Crowdy are

$$
\begin{equation*}
\omega(z, \gamma):=(z-\gamma) \omega^{\prime}(z, \gamma)=(z-\gamma) \prod_{\theta_{i} \in \Theta^{\prime \prime}} \frac{\left(\theta_{i}(z)-\gamma\right)\left(\theta_{i}(\gamma)-z\right)}{\left(\theta_{i}(z)-z\right)\left(\theta_{i}(\gamma)-\gamma\right)} \tag{3.4}
\end{equation*}
$$

where $\theta_{i} \in \Theta^{\prime \prime}$ involve all compositions of the "forward" maps $\theta_{j}=\rho_{j} \rho_{0}$ giving "half" of the Schottky group $\Theta$, and $\Theta^{\prime \prime}$ does not include any $\theta_{i}^{-1}$ or the identity map, $i d$; see [2, Chapter 12]. The relation between the slit maps and the Schottky-Klein prime functions from [17] is given by the following theorem, which explicitly states the relation of the ratios of the SK prime functions to radial slit maps. The theorem gives an alternate representation of ratios of Schottky-Klein prime functions using the full Schottky group $\Theta$.

THEOREM 3.7. ] If $\Delta<m^{-1 / 4}$, then the infinite products converge and

$$
\frac{\omega(z, a)}{\omega(z, b)}=C(a, b) \prod_{\theta_{i} \in \Theta} \frac{z-\theta_{i}(a)}{z-\theta_{i}(b)}
$$

where $C(a, b)$ is a ratio of integration constants. Therefore, for $a, b \in C_{i}$,

$$
\frac{\omega(z, a)}{\omega(z, b)}=C \prod_{\nu} \frac{z-\rho_{\nu}(a)}{z-\rho_{\nu}(b)}
$$

is a slit map to a half-plane with radial slits, and so

$$
\arg \frac{\omega(z, a)}{\omega(z, b)}=\text { constant }
$$

for $z \in C_{j}, j=0, \ldots, m$.
Proof. A proof of this of is given in [17], based on a calculation in [4, 5]. Here, we give a shorter, alternate proof suggested by a referee of [17, Remark 2]. The idea is to shift the Moebius transformations, $\theta_{i}$, from $z$ to $\gamma$ in (3.4), so that the infinite product can be taken over the entire Schottky group, $\Theta$. This is accomplished using the calculations,

$$
\begin{aligned}
\gamma-\theta_{i}(z) & =\gamma-\frac{a_{i} z+b_{i}}{c_{i} z+d_{i}} \\
& =\frac{c_{i} \gamma z+d_{i} \gamma-a_{i} z-b_{i}}{c_{i} z+d_{i}} \\
& =\left(\frac{c_{i} \gamma-a_{i}}{c_{i} z+d_{i}}\right)\left(z-\frac{d_{i} \gamma-b_{i}}{-c_{i} \gamma+a_{i}}\right) \\
& =\left(\frac{c_{i} \gamma-a_{i}}{c_{i} z+d_{i}}\right)\left(z-\theta_{i}^{-1}(\gamma)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
z-\theta_{i}(z) & =\left(\frac{c_{i} z-a_{i}}{c_{i} z+d_{i}}\right)\left(z-\theta_{i}^{-1}(z)\right) \\
& =\left(\frac{c_{i} z-a_{i}}{c_{i} z+d_{i}}\right)\left(z+\frac{d_{i} z-b_{i}}{c_{i} z-a_{i}}\right) \\
& =\left(\frac{c_{i}}{c_{i} z+d_{i}}\right)\left(z-A_{i}\right)\left(z-B_{i}\right)
\end{aligned}
$$

where $A_{i}, B_{i}$ are distinct fixed points of $\theta_{i}, A_{i}=\theta_{i}\left(A_{i}\right), B_{i}=\theta_{i}\left(B_{i}\right)$. Substituting these results into $\omega$ in (3.4), gives

$$
\begin{aligned}
\omega(z, \gamma) & =(z-\gamma) \prod_{\theta_{j} \in \Theta^{\prime \prime}} \frac{\left(z-\theta_{j}(\gamma)\right)\left(\gamma-\theta_{j}(z)\right)}{\left(z-\theta_{j}(z)\left(\gamma-\theta_{j}(\gamma)\right)\right.} \\
& =(z-\gamma) \prod_{\theta_{j} \in \Theta^{\prime \prime}} \frac{\left(c_{j} \gamma-a_{j}\right)\left(z-\theta_{j}(\gamma)\right)\left(z-\theta_{j}^{-1}(\gamma)\right)}{c_{j}\left(z-A_{j}\right)\left(z-B_{j}\right)\left(\gamma-\theta_{j}(\gamma)\right)} \\
& =K(\gamma) \prod_{\theta_{j} \in \Theta^{\prime \prime}} \frac{1}{\left(z-A_{j}\right)\left(z-B_{j}\right)} \prod_{\theta_{j} \in \Theta}\left(z-\theta_{j}(\gamma)\right)
\end{aligned}
$$

where

$$
K(\gamma):=\prod_{\theta_{j} \in \Theta^{\prime \prime}} \frac{\left(c_{j} \gamma-a_{j}\right)}{c_{j}\left(\gamma-\theta_{j}(\gamma)\right)}
$$

giving finally

$$
\frac{\omega(z, a)}{\omega(z, b)}=\frac{K(a)}{K(b)} \prod_{\theta_{j} \in \Theta} \frac{z-\theta_{j}(a)}{z-\theta_{j}(b)}
$$

If $a \in C_{i}$ and $b \in C_{i}$, by the observations at the beginning of this subsection, we can replace the $\theta_{j}(a)$ 's by the corresponding reflections, $\rho_{\nu}$, i.e., $\theta_{j}(a)=\rho_{\nu}(a)$ and $\theta_{j}(b)=\rho_{\nu}(b)$. This just yields our formula for the map to a radially slit half plane.

REMARK 3.8. Crowdy and Marshall [15] give a Laurent series method for evaluating the prime function for general circle domains where the convergence condition above need not hold. In Section 5.3, we discuss a similar method for the map to a radial slit half plane.

REMARK 3.9. In [26, pp. 65-68], the annulus map is derived by taking successive products of maps that gradually "straighten" the circles. Here, we "unwrap" that derivation and show that, in the general multiply connected case, it just leads to our radial slit map, above. We will illustrate this process on an annulus where the outer boundary is the the unit circle $C_{0}$ for the factors that take prevertex $z_{k, 0}$ to 0 and 1 to $\infty$. We will denote the succesive straightening factors by $g_{k, \nu 0}$. The first factor is

$$
g_{k, 0}(z)=\frac{1-z / z_{k, 0}}{1-z}=\frac{z-z_{k, 0}}{z_{k, 0}(z-1)}
$$

We can ignore constant factors like the $z_{k, 0}$ in the denominator above, since they all be absorbed in a multiplicative constant in the end. $g_{k, 0}(z)$ straightens out the 0 circle, but distorts


FIG. 3.2. The map $w=f(z)$ with $m+1=3$ and $f(a)=0$ from the interior circle domain to the interior circular slit (unit) disk using product formula with $N=4$ levels of reflection. The modified (hydrodynamic) Green's function is given by $\log \left|f(z) / f\left(z_{0}\right)\right|$ for some $z_{0} \in C_{0}$. Here $f\left(C_{0}\right)=$ outer circle. In Nehari's notation [34], $R_{0}(z ; a)=f(z) / f\left(z_{0}\right)$.
the other circles in the process. To cancel out this effect and straighten the image of circle 1 into a list, we multiply by

$$
\begin{aligned}
g_{k, 10}(z) & =\overline{g_{k, 0}\left(\rho_{1}(z)\right)}=\overline{g_{k, 0}\left(c_{1}+\frac{r_{1}^{2}}{\bar{z}-\bar{c}_{1}}\right)} \\
& =\overline{\left(\frac{c_{1}+\frac{r_{1}^{2}}{\bar{z}-\bar{c}_{1}}-z_{k, 0}}{z_{k, 0}\left(c_{1}+\frac{r_{1}^{2}}{\bar{z}-\bar{c}_{1}}-1\right)}\right)=\frac{\frac{r_{1}^{2}}{z-c_{1}}-\left(\bar{z}_{k, 0}-\bar{c}_{1}\right)}{\bar{z}_{k, 0}\left(\bar{c}_{1}+\frac{r_{1}^{2}}{z-c_{1}}-1\right)}} \\
& =\left(\frac{\bar{z}_{k, 0}-\bar{c}_{1}}{\bar{z}_{k, 0}\left(1-\bar{c}_{1}\right)}\right)\left(\frac{z-\left(c_{1}+\frac{r_{1}^{2}}{\bar{z}_{k, 0}}\right)}{z-\left(c_{1}+\frac{r_{1}^{2}}{1-\bar{c}_{1}}\right)}\right)=\left(\frac{\bar{z}_{k, 0}-\bar{c}_{1}}{\bar{z}_{k, 0}\left(1-\bar{c}_{1}\right)}\right)\left(\frac{z-\rho_{1}\left(z_{k, 0}\right)}{z-\rho_{1}(1)}\right) .
\end{aligned}
$$

Continuing this process, we get a constant multiple of our slit map,

$$
f(z)=C^{\prime} g_{k, 0}(z) g_{k, 10}(z) \cdots=C \frac{\left(z-z_{k, 0}\right)\left(z-\rho_{1}\left(z_{k, 0}\right)\right) \cdots}{(z-1)\left(z-\rho_{1}(1)\right) \cdots}=C \prod_{\nu} \frac{z-\rho_{\nu}\left(z_{k, 0}\right)}{z-\rho_{\nu}(1)}
$$

which is just the map in Theorem 3.3 with $a=1, b=z_{k, 0}$, and the reflections taken over the two concentric circular boundaries of the annulus. This example illustrates the fact that our formulas are, in effect, just the "method of image" with successive reflections of zeros and singularities applied to impose desired boundary behavior.
3.3. Circular slit map. These maps were derived in [19] for the unbounded case; see Figure 3.2 for the bounded case and Figure 5.5 (right) for the unbounded case. The formulas are identical. To get the bounded map, one just evaluates the formula for $z$ in the bounded circle domain interior to one of the circles. To get the unbounded map, one evaluates the formula for $z$ in the unbounded circle domain. The map $w=f(z)$ from the (un)bounded circle domain to the conformally equivalent, (un)bounded circular slit domain with the slits centered at the origin can be derived in a similar fashion to the radial slit map. Once again $f(a)=0$ and $f(\infty)=\infty$ with $f(z) \sim z, z \approx \infty$. Again, $a_{k}=\rho_{k}(a)$ is the reflection of $a$ across circle $C_{k}$ and $c_{k}=s_{k}=\rho_{k}(\infty)$, the center of circle $C_{k}$, is the reflection of $\infty$ across $C_{k}$. In the $w$-plane 0 and $\infty$ just reflect back and forth to each other. Therefore, when we


FIG. 3.3. Map to combined radial and circular slit domain.
extend $f$, we will have $f\left(a_{k}\right)=\infty$ and $f\left(c_{k}\right)=0$. In this way, we see that all odd numbers of reflections, $a_{\nu_{o} k},\left|\nu_{o}\right|=2 l+1$, of $a_{k}$ and all even numbers of reflections, $s_{\nu_{e} k},\left|\nu_{e}\right|=2 l$, of $c_{k}$ will be simple zeros, $f\left(a_{\nu_{o} k}\right)=f\left(s_{\nu_{e} k}\right)=0$. Likewise, all odd numbers of reflections, $s_{\nu_{o} k},\left|\nu_{o}\right|=2 l+1$, of $c_{k}$ and all even numbers of reflections, $a_{\nu_{e} k},\left|\nu_{e}\right|=2 l$, of $a_{k}$ will be simple poles, $f\left(a_{\nu_{e} k}\right)=f\left(s_{\nu_{o} k}\right)=\infty$. The infinite product for $w=f(z)$ therefore has the form,

$$
f(z)=(z-a) \prod_{k=1}^{m} \prod_{\substack{j=0 \\ \nu_{e}, \nu_{o} \in \sigma_{j}(k)}}^{\infty} \frac{\left(z-\rho_{\nu_{o}}\left(a_{k}\right)\right)\left(z-\rho_{\nu_{e}}\left(c_{k}\right)\right)}{\left(z-\rho_{\nu_{e}}\left(a_{k}\right)\right)\left(z-\rho_{\nu_{o}}\left(c_{k}\right)\right)}
$$

(where reflections back to $a$ or $\infty$ are excluded from the product) with $f(a)=0$, provided the $m$ circles with centers $c_{k}$ satisfy our standard separation criterion.

Following [19], we note that, if a circular slit in the $w$-plane is at radius $r_{1}$, then $w$ reflects to $r_{1}^{2} / \bar{w}$. Reflection through another circular slit with radius $r_{2}$ will then take $w$ to $\left(r_{2} / r_{1}\right)^{2} w$, and so on. Therefore, an even number successive reflections through circular slits will take $w=f(z)$ to $A w=A f(z)$, for some $A$ real. As a result, the extended function $f^{\prime}(z) / f(z)=A f^{\prime}(z) / A f(z)$ is invariant under even numbers of reflections and hence is single-valued. Here, our singularity function is

$$
\begin{aligned}
& S(z)=f^{\prime}(z) / f(z)=\frac{d}{d z} \log f(z)= \\
& \frac{1}{z-a}+\sum_{k=1}^{m} \sum_{\substack{j=0 \\
\nu_{e}, \nu_{o} \in \sigma_{j}(k)}}^{\infty}\left(\frac{1}{z-\rho_{\nu_{o}}\left(a_{k}\right)}-\frac{1}{z-\rho_{\nu_{o}}\left(c_{k}\right)}\right)+\left(\frac{1}{z-\rho_{\nu_{e}}\left(c_{k}\right)}-\frac{1}{z-\rho_{\nu_{e}}\left(a_{k}\right)}\right),
\end{aligned}
$$

For $z \in C_{k}$, since $f(z)$ maps to circular slits, we have $\log |f(z)|=\operatorname{Re} \log f(z)=$ const. Our boundary conditions are given by the following lemma.

LEMMA 3.10. $\operatorname{Im}\left\{\left(z-c_{k}\right) f^{\prime}(z) / f(z)\right\}=0, z \in C_{k}$.
3.4. Combined circular and radial slit map. Here we consider the map $w=f(z)$ from the bounded circle domain to the interior a disk bounded by a mixture of radial and circular slits with $f(a)=0$. This map was also given in [19] for the unbounded case and is identical to that case, except, again one evaluates the map in the interior of $C_{0}$ instead of in the exterior; see Figure 3.3. This map will lead to the Robin function, i.e., the Green's function for the mixed boundary value problem. The $\log$ of the function maps to a domain
exterior to horizontal and vertical slits. Reflections through radial slits will keep 0 and $\infty$ fixed, whereas, reflections through circular slits will swap 0 and $\infty$ as in the circular slit map above. Let $\rho_{\nu_{e}}$ denote a sequence of reflections with an even number of reflections through circular slits and let $\rho_{\nu_{o}}$ denote a sequence with an odd number of reflections through circular slits. Then $\rho_{\nu_{e}}(a)$ and $\rho_{\nu_{o}}(\infty)$ are simple zeros of $f(z)$ and $\rho_{\nu_{e}}(\infty)$ and $\rho_{\nu_{o}}(a)$ are simple poles. Therefore, we have

$$
f(z)=(z-a) \prod_{\nu_{e}, \nu_{o}} \frac{\left(z-\rho_{\nu_{e}}(a)\right)\left(z-\rho_{\nu_{o}}(\infty)\right)}{\left(z-\rho_{\nu_{e}}(\infty)\right)\left(z-\rho_{\nu_{o}}(a)\right)}
$$

3.5. Green's functions. It is interesting to note that Green's functions for circle domains for the Dirichlet, Neumann, and mixed cases [31, 32, 34, 35, 39] can be written explicitly in terms of the slit maps. For instance, the Dirichlet Green's function would have the form [34, p. 357]

$$
g(z, a)=-G(z, a)+\sum_{i=1}^{m} \gamma_{i} \omega_{i}(z)
$$

where $G(z, a)=\operatorname{Re}\{\log f(z)\}=\log |f(z)|$ and $f(z)$ is the map of the circle domain onto the circular slit unit disk with the $C_{0}$ mapped to the unit circle and $f(a)=0$, so that $G(z, a)$ has exactly one logarithmic singularity at $a$ and $G(z, a)=0, z \in C_{0}$. Since $f(z)$ maps the circles, $C_{i}, i=1, \ldots, m$, to concentric arcs, $G(z, a)=\log |f(z)|=\gamma_{i}$, constant, for $z \in C_{i}$. ( $G(z, a)$ is the so-called modified or hydrodynamic Green's function.) The $\omega_{i}(z)$ 's are the harmonic measures of the $C_{i}$ 's. That is, $\omega_{i}(z)$ is harmonic in the circle domain with $\omega_{i}(z)=1, z \in C_{i}$ and $\omega_{i}(z)=0$ for $z \in C_{j}, j \neq i, j=0,1, \ldots, m$. Therefore, $g(z, a)+\log |z-a|$ is harmonic in the circle domain and $g(z, a)=0, z \in C_{i}, i=0,1, \ldots, m$, i.e., $g(z, a)$ is the (Dirichlet) Green's function for the circle domain.

Nehari [34, Chap. VII, Sec. 3] shows how to construct the harmonic measures using maps to canonical slit domains. We will outline this briefly here in order to show how these functions can be explicitly constructed for circle domains. In Nehari's notation [34], the map to the circular slit unit disk taking the $j$ th boundary to the unit circle is denoted by $R_{j}(z ; a)$ with $R(a ; a)=0$ and the normalization $R^{\prime}(a ; a)>1$. In [34, Chap. VII, Sec. 1], it is shown that the map to a circular slit annulus, taking the $j$ th boundary to the outer circle and the $k$ th boundary to the inner circle and the other boundaries to the slits, can be written as a ratio of maps to circular slit disks, $S_{j k}(z):=R_{j}(z ; a) / R_{k}(z ; a)$. For circle domains, $S_{j k}(z)$ can, therefore, be given explicitly using our infinite product formulas. A computed example is shown in Figure 3.4. Note that $S_{j k}(z) \neq 0$. Now let $\sigma_{j}(z):=\log \left|S_{j 0}(z)\right|$. Nehari shows that constants $a_{j i}$ can be found, such that

$$
\omega_{i}(z)=\sum_{j=1}^{m} a_{j i} \sigma_{j}(z), \quad i=1, \ldots, m
$$

The $a_{j i}$ 's can be found as solutions to linear systems, but we will not discuss this here.
Similar expressions using the Schottky-Klein prime functions are given in [12, 13, 14]. In cases where reflections are not feasible, all of these maps can be computed efficiently using the least squares/Laurent series approach; see $[15,19,36]$ and Section 5.3. These functions could potentially be combined with conformal maps of circle domains $[3,23]$ and Section 5.1, below, to provide Green's functions for general multiply connected domains.


FIG. 3.4. The map $w=f(z), f(z) \neq 0$, from interior circle domain to interior circular slit ring domain using product formulas with $N=5$ levels of reflection. Here $f\left(C_{0}\right)=$ outer circle and $f\left(C_{1}\right)=$ inner circle. In Nehari's notation $f(z)=S_{01}(z)=R_{0}(z ; a) / R_{1}(z ; a)$.
4. Schwarz-Christoffel maps for multiply connected domains. In this section, we review results for the Schwarz-Christoffel maps from circular domains to multiply connected polygonal domains $[17,18,21]$ and further clarify the relation of the formulation of Crowdy [8, 9] to ours. We will concentrate on the bounded case [17] here, since the unbounded case [21] is similar. Our treatment attempts to unify three forms of these formulas: (i) the original formulas in terms of infinite products involving reflections of the mapping parameters as first derived by [20] for the annulus, [21] for the unbounded case, and [17] for the bounded case, using the invariance of the preSchwarzian, $S(z)=f^{\prime \prime}(z) / f^{\prime}(z)$, under extension by Schwarz reflection, (ii) the formulas of [8,9] for expressing the bounded and unbounded cases in terms of (finite) products of Schottky-Klein prime functions, $\omega(z, a)$, and (iii) a new form of the formulas for the bounded and unbounded cases expressed in terms of (finite) products of maps from the circle domains to radial slit domains. The last form fits into the framework of [26] wherein the derivative of the mapping function, $f^{\prime}(z)$, is expressed as a product,

$$
\begin{equation*}
f^{\prime}(z)=A \prod_{k} f_{k}(z) \tag{4.1}
\end{equation*}
$$

of factors $f_{k}(z)$ that guarantee that $f^{\prime}$ has piecewise constant argument for the given geometry. For instance, for the case of simply connected maps from the disk, $f_{k}(z):=\left(z-z_{k}\right)^{\beta_{k}}$, $-\beta_{k} \pi=$ the turning angle at prevertex $z_{k}, \beta_{k}=\alpha_{k}-1$, and $\sum_{k} \beta_{k}=-2$. In this case, the mapping function is

$$
f(z)=A \int^{z} \prod_{k}\left(\zeta-z_{k}\right)^{\beta_{k}} d \zeta+B
$$

where a normalization condition, such as fixing an interior point and one boundary point, gives a unique map. (The numerical problem [25] in this case is to find $A, B, z_{k}$ 's by matching side lengths of the polygon.) There are several variations in which other domains are used, e.g., a rectangle or an infinite strip, [26, Chapter 4].
(i) The multiply connected Schwarz-Christoffel (MCSC) formulas can be written in terms of reflections. We will only discuss the bounded case [17] here. The outer circle $C_{0}$ is the unit circle. Here, $\alpha_{k, i} \pi$ are the interior angles of the polygons at the corners, $w_{k, i}$, $\beta_{k, i} \pi, k=1, \ldots, K_{i}, i=0, \ldots, m$ are the turning angles of $f^{\prime}$, with $\beta_{k, i}=\alpha_{k, i}-1$ and
$\sum_{k=1}^{K_{0}} \beta_{k, 0}=-2, \sum_{k=1}^{K_{i}} \beta_{k, i}=2, i=1, \ldots, m, z_{k, i}=c_{i}+r_{i} e^{i \theta_{k, i}}$ are the prevertices and $w_{k, i}$ are the corners, with $w_{k, i}=f\left(z_{k, i}\right)$. Also, $z_{k, \nu i}=\rho_{\nu}\left(z_{k, i}\right)$ denotes reflections of the $k$ th prevertex $z_{k, i}$ on the $i$ th circle. The MCSC formula for in this case (i) is

$$
\begin{equation*}
f^{\prime}(z)=A \prod_{k=1}^{K_{0}} \prod_{\substack{j=0 \\ \nu \in \sigma_{j}(0)}}^{\infty}\left(z-z_{k, \nu 0}\right)^{\beta_{k, 0}} \prod_{i=1}^{m} \prod_{k=1}^{K_{i}} \prod_{\substack{j=0 \\ \nu \in \sigma_{j}(i)}}^{\infty}\left(z-z_{k, \nu i}\right)^{\beta_{k, i}} \tag{4.2}
\end{equation*}
$$

The derivation [17] of the mapping formula for the bounded case is similar to the derivation for the unbounded case [21]. We repeat some of the details and main theorems here. As in the slit map cases, we analytically continue $f$ from $D$ by reflection across an arc $\gamma_{k, i}$ between prevertices $z_{k, i}, z_{k+1, i}$ on $C_{i}$. This extension, $\tilde{f}_{k, i}$, has the form

$$
\tilde{f}_{k, i}(z)=a_{k, i} \overline{f\left(c_{i}+r_{i}^{2} /\left(\bar{z}-\overline{c_{i}}\right)\right.}+b_{k, i}
$$

for $z$ in the reflected domain with $a_{k, i}, b_{k, i}$ determined by the line containing the edge $f\left(\gamma_{k, i}\right)$ joining $w_{k, i}$ and $w_{k+1, i}$ in the boundary of the polygon, $\Gamma_{i}$. This extended $f$ maps the reflected circle domain conformally onto the reflected polygonal domain. By repeated application of the reflection process one obtains from the initial function in $D$ a global (manyvalued) analytic function $\widehat{f}$ defined on $\mathbb{C}_{\infty} \backslash \overline{\left\{z_{k, \nu}\right\}}$. Any two values, $\widehat{f}_{r}(z)$ and $\widehat{f}_{s}(z)$ of $\widehat{f}$ at a point $z \in \mathbb{C} \backslash \overline{\left\{z_{k, \nu}\right\}}$ are related by an even number of reflections in lines and hence $\widehat{f}_{s}(z)=c \widehat{f}_{r}(z)+d$ for some $c, d \in \mathbb{C}$. Therefore, the preSchwarzian of $f, f^{\prime \prime}(z) / f^{\prime}(z)$, is invariant under affine maps $w \longmapsto a w+b$; that is,

$$
\frac{(a f(z)+b)^{\prime \prime}}{(a f(z)+b)^{\prime}}=\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}
$$

is defined and single-valued on $\mathbb{C} \backslash \overline{\left\{z_{k, \nu}\right\}}$.
The preSchwarzian is determined by its singularities, $z_{k, \nu}$. By the usual argument

$$
\left(f(z)-f\left(z_{k, i}\right)\right)^{1 / \alpha_{k, i}}=\left(z-z_{k, i}\right) h_{k, i}(z)
$$

where $h_{k, i}(z)$ is analytic and nonvanishing near $z_{k, i}$. This gives the local expansion,

$$
\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}=\frac{\beta_{k, i}}{\left(z-z_{k, i}\right)}+H_{k, i}(z), \beta_{k, i}=\alpha_{k, i}-1
$$

where $H_{k, i}(z)$ is analytic in a neighborhood of $z_{k, i}$. The singularity function, $S(z)$, of the global preSchwarzian is, in nonconvergent form,

$$
S(z)=\sum_{j=0}^{\infty} \sum_{i=0}^{m} \sum_{\nu \in \sigma_{j}(i)} \sum_{k=1}^{K_{i}} \frac{\beta_{k, i}}{z-z_{k, \nu i}}
$$

To give the correct form, we truncate $S(z)$ and regroup terms as

$$
S_{N}(z)=\sum_{k=1}^{K_{0}} \frac{\beta_{k, 0}}{z-z_{k, 0}}+\sum_{j=0}^{N} \sum_{i=1}^{m} \sum_{\nu \in \sigma_{j}(i)}\left[\sum_{k=1}^{K_{i}} \frac{\beta_{k, i}}{z-z_{k, \nu i}}+\sum_{k=1}^{K_{0}} \frac{\beta_{k, 0}}{z-z_{k, \nu i 0}}\right]
$$

We then show that $S_{N}(z)$ converges and we define $S(z):=\lim _{N \rightarrow \infty} S_{N}(z)$. We also show that $S(z)$ obeys the same boundary conditions as the preSchwarzian, as given by the following lemma from [21].

LEmmA 4.1. $\operatorname{Re}\left\{\left(z-c_{i}\right) f^{\prime \prime}(z) / f^{\prime}(z)\right\}_{\left|z-c_{i}\right|=r_{i}}=-1, i=0,1, \ldots, m$.
Proof. We repeat the proof for the reader's convenience. The tangent angle, $\psi(\theta)=\arg \left\{i r_{i} e^{i \theta} f^{\prime}\left(c_{i}+r_{i} e^{i \theta}\right)\right\}=\operatorname{Im}\left\{\log \left(i r_{i} e^{i \theta} f^{\prime}\left(c_{i}+r_{i} e^{i \theta}\right)\right)\right\}$, of the boundary $C_{i}$ is constant on each of the arcs between prevertices. Hence, for $\left|z-c_{i}\right|=r_{i}, z \neq z_{k, i}$, we have $\psi^{\prime}(\theta)=\operatorname{Re}\left\{\left(z-c_{i}\right) f^{\prime \prime}(z) / f^{\prime}(z)+1\right\}=0$.

Our main theorem for the bounded polygonal case is as follows.
THEOREM 4.2. Let $\Omega$ be an bounded $m+1$-connected polygonal region, and $D$ a conformally equivalent circle domain. Further, suppose $D$ satisfies the separation property $\Delta<m^{-1 / 4}$ for $m \geq 1$. Then $D$ is mapped conformally onto $\Omega$ by a function of the form $A f(z)+B$, where

$$
f(z)=\int^{z} \prod_{i=0}^{m} \prod_{k=1}^{K_{i}}\left[\prod_{\substack{j=0 \\ \nu \in \sigma_{j}(i)}}^{\infty}\left(\zeta-z_{k, \nu i}\right)\right]^{\beta_{k, i}} d \zeta
$$

The turning parameters satisfy $-1<\beta_{k, i} \leq 1$ and $\sum_{k=1}^{m} \beta_{k, i}=2, \sum_{k=1}^{m} \beta_{k, 0}=-2$. The separation parameter, $\Delta$, is given explicitly in terms of the radii and centers of the (exterior) circular boundary components of $C_{0}, C_{1}, \ldots, C_{m}$.

The proof of convergence is given in the following theorem.
THEOREM 4.3. For connectivity $m+1 \geq 2, S_{N}(z)$ converges to $S(z)$ uniformly on closed sets $G \subset H=\bar{\Omega} \backslash\left\{z_{k, i}\right\}$ by the following estimate

$$
\left|S(z)-S_{N}(z)\right|=O\left(\left(\Delta^{2} \sqrt{m}\right)^{N+1}\right)
$$

for regions satisfying the separation condition

$$
\Delta<\frac{1}{m^{1 / 4}}
$$

The next theorem, like the corresponding one for the unbounded case in [21], shows, for general $m$, that $S(z)$ satisfies the boundary condition, Lemma 4.1, for $f^{\prime \prime}(z) / f^{\prime}(z)$ for well-separated domains.

THEOREM 4.4. If $\Delta<m^{-1 / 4}$ then for $z \in C_{i}, z \neq z_{k, i}$

$$
\operatorname{Re}\left\{\left(z-c_{i}\right) S_{N}(z)\right\}=-1+O\left(\left(\Delta^{2} \sqrt{m}\right)^{N}\right)
$$

and

$$
\operatorname{Re}\left\{\left(z-c_{i}\right) S(z)\right\}=-1
$$

(ii) Crowdy's formula for the bounded case [8] is

$$
\begin{equation*}
f^{\prime}(z)=\tilde{A} S_{c}(z) \prod_{k=1}^{K_{0}}\left[\omega\left(z, z_{k, 0}\right)\right]^{\beta_{k, 0}} \prod_{i=1}^{m} \prod_{k=1}^{K_{i}}\left[\omega\left(z, z_{k, i}\right)\right]^{\beta_{k, i}} \tag{4.3}
\end{equation*}
$$

where $\omega(z, a)$ are the SK prime functions (above) and

$$
S_{c}(z):=\frac{\omega_{z}(z, \alpha) \omega\left(z, \bar{\alpha}^{-1}\right)-\omega_{z}\left(z, \bar{\alpha}^{-1}\right) \omega(z, \alpha)}{\prod_{j=1}^{n} \omega\left(z, \gamma_{1}^{j}\right) \omega\left(z, \gamma_{2}^{j}\right)}
$$

In [17], formula (4.3) is reduced to the infinite product formula (4.2) above.
(iii) The text [26, pp. 65-68] gives a "geometric" derivation of $f^{\prime}(z)$ for the annulus [21]. We now generalize this for arbitrary connectivity $m$ : Pick one point $a_{i}$, not a prevertex, on each circle $C_{i}$. Then we define the radial slit map to a half-plane as in Section 3,

$$
f_{k, i}(z):=\prod_{\nu} \frac{z-\rho_{\nu}\left(z_{k, i}\right)}{z-\rho_{\nu}\left(a_{i}\right)}
$$

with $f_{k, i}\left(z_{k, i}\right)=0$ and $f_{k, i}\left(a_{i}\right)=\infty$. Note, that the radial slit maps do not directly satisfy the condition of Lemma 4.1 (their derivatives do), since they have constant arguments on the circles, $C_{i}$. The $D T$ framework (4.1) for the bounded case is, thus,

$$
f^{\prime}(z)=A f_{a}(z) \prod_{i=0}^{m} \prod_{k=1}^{K_{i}} f_{k, i}(z)^{\beta_{k, i}}
$$

where

$$
f_{a}(z)=\left(z-a_{0}\right)^{-2} \prod_{i=1}^{m} \prod_{\substack{j=0 \\ \nu \in \sigma_{j}(0)}}^{\infty}\left(z-a_{\nu i 0}\right)^{-2}\left(z-a_{\nu i}\right)^{2}
$$

gives the correct boundary behavior. We have used $\sum_{k=1}^{K_{i}} \beta_{k, i}=2, i=1, \ldots, m$ and $\sum_{k=1}^{K_{0}} \beta_{k, 0}=-2$ to collect the $a_{i}$ terms in $f_{a}(z)$. Properties of $f_{a}(z)$ defined independently of the infinite product representation, above, would be needed to prove the theorem below, in the general case, without the separation condition. A calculation shows that $f_{a}(z)$ has the correct boundary behavior. With these observations, we can link the three approaches based on reflections, slit maps, and SK prime functions ( $\approx$ Crowdy) roughly as follows.

THEOREM 4.5. ( $\mathrm{DEP}=\mathrm{DT} \approx \mathrm{Cr}$ for bounded case) If the infinite products converge, then

$$
\begin{aligned}
& f^{\prime}(z)=A \prod_{k=1}^{K_{0}} \prod_{\substack{j=0 \\
\nu \in \sigma_{j}(0)}}^{\infty}\left(z-z_{k, \nu 0}\right)^{\beta_{k, 0}} \prod_{i=1}^{m} \prod_{k=1}^{K_{i}} \prod_{\substack{j=0 \\
\nu \in \sigma_{j}(i)}}^{\infty}\left(z-z_{k, \nu i}\right)^{\beta_{k, i}} \\
& =A f_{a}(z) \prod_{i=0}^{m} \prod_{k=1}^{K_{i}} f_{k, i}(z)^{\beta_{k, i}} \\
& =\tilde{A} f_{a}(z) \prod_{i=0}^{m} \prod_{k=1}^{K_{i}}\left(\frac{\omega\left(z, z_{k, i}\right)}{\omega\left(z, a_{i}\right)}\right)^{\beta_{k, i}} .
\end{aligned}
$$

Proof. This is an obvious consequence of the previous results. $\square$
Similar expressions can be given for the unbounded case. The slit maps exist in all cases independently of their infinite product expansion and can be evaluated efficiently with Laurent series [19]. Crowdy and Marshall [15] have developed an efficient Laurent series expansion of the SK functions for general domains which do not necessarily satisfy the separation criterion. The last form in the theorem above is close to $[8,9]$ in the sense that the SK prime functions are used. Note that additional parameters, the $a_{i}$ 's, must be selected. In effect, they take the place of the zeros $\gamma_{j}^{1,2}$ of the derivatives of the circular slit maps in the factor $S_{c}(z)$ in Crowdy's original formulation [8]. It is hoped that better understanding of these various formulations will lead to efficient numerical methods for the general mapping problem in cases when connectivity is too high or the circles are too close-to-touching to make use of reflections feasible.
5. Numerical and theoretical issues. In this section, we will discuss numerical aspects of the Schwarz-Christoffel map, including the solution to the parameter problem, illconditioning due to crowding of the circles, and possible improvements to the reflection procedure using Laurent series and least squares techniques.
5.1. Numerics for Schwarz-Christoffel maps. We will briefly review here some recent progress on the numerical computation of Schwarz-Christoffel maps for multiply connected domains reported in [23]. We will give an example of the computations for a bounded domain; see Figures 5.1 and 5.2. Several examples of both bounded and unbounded domains are computed in [23]. Preliminary work on this problem was done in [18] for the unbounded case. A highly symmetric example for the bounded case was computed in [17].

In order to compute of the MCSC maps for given polygonal boundaries, one must solve the so-called parameter problem of finding the prevertices and the centers and radii of the circles. This is done by solving a nonlinear set of equations that guarantee that the side lengths of the polygons and their locations are correct. The examples computed in [17, 18] were particularly sensitive to initial guesses and small changes in the polygonal domains. This was due to the use of constrained variables, the $\theta_{k, i}$ 's which must remain in order on the circles. In [23], a transformation to unconstrained coordinates similar to [26, p. 25] is used. The method proves to be extremely robust and rarely fails to converge. The selection of integration paths between circles (required to position the circles so that the locations of the polygons are correct) rarely causes problems, unless the paths pass between or very close to singularities in the inside of the circles. This situation can generally be avoided by an expedient choice of integration intervals. As in [18], a homotopy search method [1, Program $3]$ is used in [23] and found to be very effective compared to other solvers. Convergence is almost always achieved even with a deliberately poor initial guess. Some additional code used here, such as Gauss-Jacobi integration routines to handle the singularities in the SchwarzChristoffel integrals, is taken from SC Toolbox [25, 26], an existing Matlab package for computing Schwarz-Christoffel maps for various simply and doubly connected geometries.

We will summarize some details for the bounded maps from [23]. The prevertices on $C_{i}$ are parametrized by $\theta_{k, i}$, where $z_{k, i}=c_{i}+r_{i} e^{i \theta_{k, i}}$ for $k=1, \ldots, K_{i}$, and constrained to lie in order,

$$
\begin{equation*}
\theta_{1, i}<\theta_{2, i}<\ldots<\theta_{K_{i}, i} . \tag{5.1}
\end{equation*}
$$

The unknown $c_{i}$ 's, $r_{i}$ 's, and $\theta_{k, i}$ 's amount to a total of $K_{0}+K_{1}+\cdots+K_{m}+3 m+3$ real parameters. Since the circles determine the reflections, these are precisely the parameters needed to determine the infinite product for $f^{\prime}(z)$. We approximate the infinite product by a finite product truncated after $N$ levels of reflection $(N+1$ for the outer unit circle),

$$
p_{b}(z)=\prod_{k=1}^{K_{0}}\left(z-z_{k, 0}\right)^{\beta_{k, 0}} \prod_{i=1}^{m} \prod_{\substack{j=0 \\ \nu \in \sigma_{j}(i)}}^{N}\left(\prod_{k=1}^{K_{0}}\left(z-z_{k, \nu i 0}\right)^{\beta_{k, 0}} \prod_{k=1}^{K_{i}}\left(z-z_{k, \nu i}\right)^{\beta_{k, i}}\right) .
$$

In the bounded case, the map can be normalized by fixing one boundary point, $f(1)=w_{1,0}$, and one interior point, $f\left(z_{0}\right)=w_{0}$. Letting

$$
C=\frac{w_{2,0}-w_{1,0}}{\int_{z_{1,0}}^{z_{2,0}} p_{b}(z) d z}
$$

we have

$$
f(z)=C \int_{z_{1,0}}^{z} p_{b}(\zeta) d \zeta+D
$$

with $f\left(z_{1,0}\right)=D=w_{1,0}$. We require that $c_{0}=0$ and $r_{0}=1$, and fixing $f(1)=w_{1,0}$ is equivalent to setting $\theta_{1,0}=0$. This amounts to fixing four of the real parameters, so we have

$$
K_{0}+\cdots+K_{m}+3 m-1
$$

unknowns parameters to determine.
The remaining parameters are determined from the geometry of the polygonal domain. First, we have the side-length conditions,

$$
\left|f\left(z_{k+1, i}\right)-f\left(z_{k, i}\right)\right|=\left|w_{k+1, i}-w_{k, i}\right|
$$

for $i=0, \ldots, m$ and $k=1, \ldots, K_{i}$, where here and below

$$
f\left(z_{k+1, i}\right)-f\left(z_{k, i}\right)=C \int_{z_{k, i}}^{z_{k+1, i}} p_{b}(\zeta) d \zeta
$$

is calculated by numerical integration from $z_{k, i}$ to $z_{k+1, i}$ using the Gauss-Jacobi weights. These side-length conditions give $K_{0}+\cdots+K_{m}$ real equations, but the calculation of $C$ removes one from this count. In addition, we leave off the calculation of the last two sidelengths of the outer boundary polygon $(i=0)$, which can be done since the known turning angles of the polygon allow the last vertex to be uniquely determined by the intersection of lines drawn from the adjacent vertices; see [26, Fig. 3.1, p. 24]. The final side-length conditions then add up to $K_{0}+\cdots+K_{m}-3$ real equations. The positions of $\Gamma_{0}$ through $\Gamma_{m}$ with respect to $w_{0}$ are fixed by requiring that

$$
f\left(z_{1, i}\right)-f\left(z_{0}\right)=w_{1, i}-w_{0}
$$

for $i=0, \ldots, m$. These conditions give $2 m+2$ real equations. The integration paths for our example below with $m=3$ are shown in Figure 5.3 (left) as the three straight line segments connecting $z_{0}$ and $z_{1,0}=1, z_{1,1}$, and $z_{1,2}$. The circles and paths move during the iterations of the solver and can be monitored. Finally, the orientations of $\Gamma_{1}$ through $\Gamma_{m}$ (the orientation of $\Gamma_{0}$ is determined by the calculation of $C$ ) are given by the $m$ real equations,

$$
\arg \left(f\left(z_{2, i}\right)-f\left(z_{1, i}\right)\right)=\arg \left(w_{2, i}-w_{1, i}\right)
$$

for $i=0, \ldots, m$. Therefore, the side-length, position, and orientation conditions give

$$
K_{0}+\cdots+K_{m}+3 m-1
$$

real equations. This is exactly want is needed. Other selections of conditions are possible and useful; for instance, the polygons and vertices can be numbered differently or different integration paths between circles can be chosen. However, it is important that these equations give a complete and independent set of conditions.

The constraints (5.1) on the $\theta_{k, i}$ 's are difficult to enforce. We therefore use a transformation to unconstrained variables similar to [26, p. 25]. Let $\phi_{k, i}:=\theta_{k+1, i}-\theta_{k, i}, k=1, \ldots, K_{i}$. Then the unconstrained variables are

$$
\begin{equation*}
\psi_{k, i}:=\ln \frac{\phi_{k+1, i}}{\phi_{1, i}} \quad \text { for } k=1, \ldots, K_{i}-1 \tag{5.2}
\end{equation*}
$$

Given $\theta_{1, j}$, the transformation (5.2) can be inverted by

$$
\begin{equation*}
\theta_{k, i}=\theta_{1, i}+2 \pi \frac{1+\sum_{l=1}^{k-2} e^{\psi_{l, j}}}{1+\sum_{l=1}^{K_{i}-1} e^{\psi_{l, j}}} \tag{5.3}
\end{equation*}
$$



FIG. 5.1. Schwarz-Christoffel map to a triply connected bounded polygonal domain with a Cartesian grid. The map is normalized by fixing one boundary point and one interior point. Note that the upper inner circle maps to the lower inner polygon.
for $k=2, \ldots, K_{i}$. Our unconstrained parameters are, therefore,

$$
\theta_{1, i}, \psi_{1, i}, \psi_{2, i}, \ldots, \psi_{K_{i}-1, i}
$$

for $i=0, \ldots, m$. (Recall that $\theta_{1,0}=0$ ). The parameters are placed in a real vector $X$ of length $n:=K_{0}+\cdots+K_{m}+3 m-1$ and the nonlinear equations form an $n \times n$ system $F(X)=0$, where $F(X)$ is the objective function for our nonlinear solver.

The solution for a polygon with $m=3$ is shown in the figures. Figure 5.1 shows the map from the circle domain to the polygonal domain evaluated on a Cartesian grid. Cartesian grids are not necessarily the most natural grids for these maps. In Figure 5.2, we plot a boundaryfitted orthogonal grid mapped from a polar grid for the conformally equivalent radial slit disk in Figure 5.3 (right). Clearly images of polar grids for mixed radial and circular slit disks and annuli could also be used and might be appropriate for the associated boundary value problems. An indication of the accuracy of the mapping function is given in Figure 5.4, where the error $\left\|X_{N}-X_{N-1}\right\|_{\infty}$ between solutions $X_{N}$ for successive levels of reflections $N$ is plotted against $N$. The proof of convergence of the infinite product formulas for Schwarz-Christoffel maps [17,21] is similar to the proof above of convergence for the slit map formulas. An estimate similiar to (3.1) is used and we have found in [23] that $C \sum_{|\nu|=N} r_{\nu}$ gives a good estimate of the errors. We illustrate this in Figure 5.4. Also, we find in [23] that the sufficient condition for convergence, $\Delta<(m-1)^{-1 / 4}$ for connectivity $m$, is not necessary in practice. In such cases, (3.1) usually gives a good estimate of convergence, even though convergence may be very slow.

Although reasonable levels of accuracy can be achieved for domains of low connectivity or small $\Delta$ by evaluation of truncated infinite products, for the general case the reflections will need to be replaced by much more efficient methods. One option is to approximate the factors in one of the alternative formulations in Theorem 4.5 using least squares based on Laurent series, discussed below in Section 5.3. Since series approximations of functions on domains with very close-to-touching circles may be inaccurate, ultimately, some combination of reflection and series methods, similar to that suggested in [7], will most likely be needed. Some initial efforts are under development in [11].



Fig. 5.2. Schwarz-Christoffel map to a triply connected bounded polygonal domain with a boundary-fitted orthogonal grid from the radial slit disk map. The map is normalized by fixing one boundary point and one interior point. Note that the upper inner circle maps to the lower inner polygon.



FIG. 5.3. The integration paths (left) for the Schwarz-Chrstoffel map in Figure 5.2. The orthogonal grid for Figure 5.2 is the inverse image of the polar grid under the infinite product map from the circle domain to the radial slit disk (right). The connectivity is 3 here and the convergence criteria is satisfied since $\Delta=0.7941<2^{-1 / 4}=0.8409$.


FIG. 5.4. The log of the error in the parameters vs. the level of reflections $N$ for the example in Figure 5.2 fit with $\log \sum_{|\nu|=N} r_{\nu}-c$; see (3.1).


FIG. 5.5. Maps from unbounded circle domain to radial and circular slit domains exhibiting crowding
5.2. Crowding. In the words of Rudolf Wegmann [38],

The behavior of conformal mapping depends on the local property of smoothness-and the global property of shape.
On small scales a conformal mapping maps disks to disks, but on large scales a disk can be mapped to any simply-connected bounded region, however elongated and distorted it may be. But it takes some effort for a mapping which has such a strong tendency to map disks to disks, to map a disk to an elongated region. The mapping suffers, lying on a Procrustean bed, and the numerical conformal mapper must share the pains.
Difficult cases for computing the maps occur (i) when arcs of a circle map to the ends of boundaries of elongated regions and (ii) when the circles are close to touching. Some of the first general estimates for (i), the so-called crowding phenomemon for simply connected domains, were given in [16, 24] based on Pflüger's Theorem. In this section, we remark on (ii). How close the circles are to touching, though predetermined by the geometry, is not known in advance. Already in Halsey [29, Figure 5], an example was given of (ii) for the map from the exterior of three circles to the exterior of three thin, closely-spaced, parallel ellipses. Numerical examples are also given in [22]. As in the simply connected case, the crowding of the circles is due to elongated or narrow sections in the region to be mapped. In [22] we use an estimate $[28,37]$ of harmonic measure $u(0)$ with respect to 0 of, e.g., a boundary arc at the outer edge of a wedge shaped region with $\delta<\rho<R, \theta=\theta(\rho)$,

$$
u(0) \leq \frac{8}{\pi} \exp \left(-\pi \int_{\delta}^{R} \frac{d \rho}{\rho \theta(\rho)}\right)
$$

and similar results to derive asymptotic estimates of the distance $r$ between the conformally equivalent circles as the distance $d$ or angle $\theta$ between the boundaries go to 0 . Our estimates, though somewhat heuristic, are close to the exact asymptotic behavior for explicit maps (see [3]) to parallel slits, $r \sim \pi^{2} d^{2} / 2$, and to collinear slits, $d \sim 8 \exp \left(-\pi^{2} / \sqrt{8 r}\right)$. Such estimates may be interpreted as the probability that a particle in Brownian motion [28,33] starting at 0 will exit the region through the given boundary arc. For instance, the probability that the particle will exit through the $m$ symmetric radial slits $1<\rho<R$ in Figure 5.5 (left) is bounded by the harmonic measure $(8 m / \pi) \exp (-m \ln (R) / 2)$ of the gaps in the conformally equivalent circular arc domain, Figure 5.5 (right).
5.3. Laurent series/least squares methods. The use of Laurent series with coefficients determined by a least squares fit to the boundary conditions was discussed in [19]. It was demonstrated there that this method was an efficient alternative to the infinite product formulas for the map from the exterior of a circle domain to the exterior of a radial slit domain. We will present this method here for the map $w=f(z)$ from the bounded circle domain to the radial slit half plane discussed above in Section 3.1 and used in one of the factorizations
in Theorem 4.5. The formulation here is a slight variation of the approach in [19] in order to allow a zero and a singularity on one of the boundaries, $C_{i}$. The conditions on $f(z)$ from Lemma 3.2 and Theorem 3.3 are, given $a, b \in C_{i}, a \neq b$, that

1. $f(b)=0$ and $f(a)=\infty$ and
2. $f(z)$ satisfies the boundary conditions, $\arg f(z) \equiv$ const. for $z \in C_{p}, p=0,1, \ldots, m$.

For computation of the map, we write

$$
f(z)=\frac{z-b}{z-a} e^{g(z)}
$$

for some $g(z)$ analytic in the (bounded) circle domain. We represent $g$ as the sum of the series expansions,

$$
g(z)=\sum_{\ell=1}^{\infty} \alpha_{0, \ell} z^{\ell}+\sum_{p=1}^{m} \sum_{\ell=1}^{\infty} \frac{\alpha_{p, \ell} r_{p}^{\ell}}{\left(z-c_{p}\right)^{\ell}}
$$

Now consider

$$
\log (f(z))=\log (z-b)-\log (z-a)+g(z)
$$

Since $\arg f(z)=\operatorname{Im}(\log f(z))$, the boundary conditions for $p \neq i$ are

$$
\operatorname{Im}(\log f(z))=\arg \frac{z-b}{z-a}+\operatorname{Im}(g(z)) \equiv \text { const. }
$$

or

$$
\operatorname{Im} g(z)=\text { const. }-\arg \frac{z-b}{z-a}, \quad \text { for all } z \in C_{p}
$$

For $p=i$, we recall Lemma 3.2 and express the boundary condition as

$$
\operatorname{Re}\left(\left(z-c_{i}\right) \frac{f^{\prime}(z)}{f(z)}\right)=0
$$

for $z=c_{i}+r_{i} e^{i \theta}$, where

$$
\frac{f^{\prime}(z)}{f(z)}=\frac{d}{d z} \log f(z)=\frac{1}{z-b}-\frac{1}{z-a}+g^{\prime}(z)
$$

Therefore, following the proof of Theorem 3.5, we have

$$
\operatorname{Re}\left(\left(z-c_{i}\right) \frac{f^{\prime}(z)}{f(z)}\right)=\operatorname{Re}\left(\frac{z-c_{i}}{z-b}-\frac{z-c_{i}}{z-a}+\left(z-c_{i}\right) g^{\prime}(z)\right)=0
$$

and the boundary condition, using $z=c_{i}+r_{i} e^{i \theta}, a=c_{i}+r_{i} e^{i \theta_{a}}$, and $b=c_{i}+r_{i} e^{i \theta_{b}}$, is

$$
\operatorname{Re}\left\{\left(z-c_{i}\right) g^{\prime}(z)\right\}=\operatorname{Re}\left\{\frac{e^{i \theta}}{e^{i \theta}-e^{i \theta_{a}}}\right\}-\operatorname{Re}\left\{\frac{e^{i \theta}}{e^{i \theta}-e^{i \theta_{b}}}\right\}=\frac{1}{2}-\frac{1}{2}=0
$$

Summarizing, the boundary conditions may stated as

$$
\begin{equation*}
\operatorname{Im}(g(z))=\text { const. }-\arg \frac{z-b}{z-a}, \quad \text { for all } z \in C_{p}, \quad p \neq i \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re}\left(\left(z-c_{i}\right) g^{\prime}(z)\right)=0, \quad \text { for all } z \in C_{i} \tag{5.5}
\end{equation*}
$$

Our aim is to calculate the series $g(z)$ truncated to $(m+1) L$ terms for some $L$ by a matrix-vector multiplication $A x$ where $x=\left[\alpha_{p, \ell}\right]$ is a $((m+1) L \times 1)$ column vector of the coefficients of $g$ and $A$ is given by

$$
A=\left[\begin{array}{ll}
z^{\ell} & r_{p}^{\ell} /\left(z-c_{p}\right)^{\ell}
\end{array}\right]_{M \times(m+1) L}
$$

The factors of $r_{p}^{\ell}$ prevent the production of large entries in $A$ when $\left|z-c_{p}\right|<1$ and $\ell$ is large, which leads to severe ill-conditioning of $A$. The coefficients will be found using a linear system of equations given by the boundary conditions (5.4) and (5.5).

Discretize by taking $M$ equally spaced points $z$ around each circle $C_{p}, p=0,1, \ldots, m$. Define the matrices

$$
F_{p}=\left[\begin{array}{cc}
z^{\ell} & r_{p}^{\ell} /\left(z-c_{p}\right)^{\ell}
\end{array}\right]_{M \times(m+1) L} \quad \text { for } \quad z \in C_{p}, p \neq i
$$

and using

$$
g^{\prime}(z)=\sum_{\ell=1}^{L} \ell \alpha_{0, \ell} z^{\ell-1}+\sum_{p=1}^{m} \sum_{\ell=1}^{L} \frac{-\ell \alpha_{p, \ell} r_{p}^{\ell}}{\left(z-c_{p}\right)^{\ell+1}}
$$

define

$$
G=\left[\begin{array}{ll}
\ell\left(z-c_{i}\right) z^{\ell-1} & -\ell\left(z-c_{i}\right) r_{p}^{\ell} /\left(z-c_{p}\right)^{\ell-1}
\end{array}\right]_{M \times(m+1) L} \quad \text { for } \quad z \in C_{i}
$$

With $F_{p}=F_{R_{p}}+i F_{I_{p}}, G=G_{R}+i G_{I}$ and $x=x_{R}+i x_{I}$, a simple calculation shows that

$$
\operatorname{Im}(g(z)) \approx F_{I_{p}} x_{R}+F_{R_{p}} x_{I} \quad \text { on any } \quad C_{p}
$$

and

$$
\operatorname{Re}\left(\left(z-c_{i}\right) g^{\prime}(z)\right) \approx G_{R} x_{R}-G_{I} x_{I} \quad \text { on } \quad C_{i}
$$

The values of $\operatorname{Im}(f(z))$ may not be known, but the difference of $\operatorname{Im}(f(z))$ for any pair of points on a circle $C_{p}, p \neq i$, is zero. Therefore, defining

$$
P=\left[\begin{array}{ccccc}
-1 & 1 & & & \\
& -1 & 1 & & \\
& & \ddots & \ddots & \\
& & & -1 & 1
\end{array}\right]_{(M-1) \times M}
$$

for $z \in C_{p}$, we have

$$
P\left[\begin{array}{ll}
F_{I_{p}} & F_{R_{p}}
\end{array}\right]\left[\begin{array}{c}
x_{R} \\
x_{I}
\end{array}\right]=-P\left[\arg \frac{z-b}{z-a}\right]_{(M-1) \times 1}
$$

by the boundary condition (5.4). By the boundary condition (5.5), we also have

$$
\left[\begin{array}{ll}
G_{R} & -G_{I}
\end{array}\right]\left[\begin{array}{l}
x_{R} \\
x_{I}
\end{array}\right]=[0]
$$

For the sake of exposition suppose $i \notin\{0, m\}$. Define the coefficient matrices,

$$
B_{1}=\left[\begin{array}{c}
F_{I_{1}} \\
\vdots \\
F_{I_{i-1}} \\
G_{R} \\
F_{I_{i+1}} \\
\vdots \\
F_{I_{m}}
\end{array}\right]_{(m+1) M \times(m+1) L} \quad \text { and } \quad B_{2}=\left[\begin{array}{c}
F_{R_{1}} \\
\vdots \\
F_{R_{i-1}} \\
-G_{I} \\
F_{R_{i+1}} \\
\vdots \\
F_{R_{m}}
\end{array}\right]_{(m+1) M \times(m+1) L}
$$

and the difference matrix,

$$
E=\left[\begin{array}{lllll}
P & & & & \\
& \ddots & & & \\
& & I & & \\
& & & \ddots & \\
& & & & P
\end{array}\right]_{(m+1)(M-1)+1 \times(m+1) M},
$$

where the identity matrix occupies the $i$ th block-row. This gives the system

$$
E\left[\begin{array}{ll}
B_{1} & B_{2}
\end{array}\right]\left[\begin{array}{c}
x_{R} \\
x_{I}
\end{array}\right]=-E\left[\begin{array}{c}
\arg \frac{z-b}{z-a} \\
\vdots \\
0 \\
\vdots \\
\arg \frac{z-b}{z-a}
\end{array}\right]
$$

which can be solved efficiently with the Matlab backslash operator. A computed example with $m=2$ radial slits and $L=16$ terms in the series (similar to Figure 3.1 using the product formula) is shown in Figure 5.6. A listing of the least squares code for the exterior radial slits was included in [19]. A comparison of the efficiency and accuracy of the series approach and the infinite product approach and the use of the series approximations for the Schwarz-Christoffel computations will be undertaken in future work.
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